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Abstract
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Division of Functional Control System

Doctor of Philosophy

by Sarunya Kanjanawattana

Information retrieval is a fundamental technique for modern search engines.

This technology is designed to advocate information discovery. Generally, the data

used by this technology is text descriptions. However, images, especially graph

images, typically contain much useful information. In academic literature, the graph

images are very important to summarize and represent experimental results and

statistical data. Therefore, a search engine system to discover the graph images

and their information is definitely necessary for researchers to obtain precise and

concise knowledge. However, to utilize both graphical and literal information, the

problem of the semantic gap should be addressed. To do so, it is necessary to give

meaning to the graphical information and link it to the linguistic information; thus,

a proper solution is to use an ontology to bridge the gap. Regarding the necessity

of my dissertation, the users necessitate employing the proposed system because it

provides precise and concise information from relevant graphs with less ambiguity.

This should advocate their studies and fulfill their academic inquiries.

The main objectives of this research were to solve the problem of semantic gap

by constructing an ontology-based search engine system as well as to design ontol-

ogy and database schemes to support the search engine and OCR-error correction

systems.
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In this dissertation, I proposed a novel ontology-based search engine system

applied to the graph images and their descriptions. To obtain the graph informa-

tion, I also introduced several systems: graph-type classification, graph components

extraction and identification, OCR-error correction, and graph information extrac-

tion. After their processes were completed, much of knowledge have been acquired

from the graphs. An ontology and a database were constructed to store the obtained

knowledge for utilizing in the search engine systems.

This system contributes several benefits and usefulnesses to society, particu-

larly in academics. Researchers need accurate and reliable information to support

their studies. This system can fulfill their requirements by providing the relevant

graphs and concise information. The ontology also offers new knowledge; though, a

relational database cannot surpass this benefit. The main contribution is that the

novel ontology-based search engine system applicable to the new design of ontology

storing graph information.

All systems had been tested and presented results, including new findings. The

results showed that the performance of each system proposed in this dissertation was

highly effective. The F-measure reached to 0.7, which was much higher than the

traditional search engine system. It clarified that the ontology-based search engine

system provides precise and concise information outperforming than the ES-based

search engine system. To sum up, the objectives of each study have been achievable

proven by their evaluations.

In my future research, I intend to concentrate on improving the systems to

cover the user’s needs. I will increase a size of data and extend study domains. To

improve the efficiency of the system, an answering question system will be an attrac-

tive function because the users can directly query some questions to the system and

obtain accurate knowledge. This function may be developed by using a deep learn-

ing. Additionally, a keyword recommendation system will provide benefits to the

users. This function will analyze the user behavior and suggest some possible key-

words relating to a user intention. This will be great, if the system will be published

on the Internet. Moreover, it should be assembled to other existing ontologies.
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Chapter 1

Introduction

The aim of this chapter is to introduce background and motivation that lead

readers to comprehend an importance of this dissertation, which entitled “A method

of graph information extraction and retrieval by use of ontology”. Existing problems

and proposed solutions will be tentatively presented in this chapter. Further, I will

suggest beneficial contributions and provide some examples. Finally, a summary of

this chapter and a structure of this dissertation will be described.

1.1 Background

Information retrieval is a process to obtain information from resource collec-

tions, such as files and documents. The process begins when users input a query

into a system and finishes when they retrieve some relevant outputs. Nowadays, in-

formation retrieval is recognized as being a baseline of search engine system, which

examines related documents corresponding to keywords, as seen in Google and other

search systems [14, 44]. The search engine system becomes a vital role in people’s

life because there are a ton of information publicly provided on world wide web.

Without the search system, it is hard to retrieve relevant information from huge

resources. Basically, the amount of knowledge is often thoroughly described in body

1



Chapter 1. Introduction

parts of documents; however, only descriptive detail is inadequate to clearly demon-

strate whole information to the readers. Thus, images are used to highlight essential

information, particularly graph images.

To extract graphical information from the images, it is unavoidable to manipu-

late image features, such as shape and texture. However, a way to obtain information

from graph images differs to generic photo images, because needed information are

data interpretable by human rather than image shapes or colors. Several publica-

tions have appeared in recent years documenting about an extraction of low-level

image features [24], but a few studies have focused on graph images [38, 54]. In-

deed, the extractable information from graph images should be productive to users

because they obviously obtain concise knowledge or the main point of a document

relating to the graphs.

Traditionally, the graphs, which come from different sources, provide particular

information and expression. For example, there are three graphs from physics, brain

science, and computer science. All are line graphs presenting data corresponding

to an equation. The graph from physics shows a relationship between velocity and

time of a car. This can be interpreted that how fast the car is and how long it

uses. Moreover, not only a distance computed by an area under a curve but also

an acceleration of the car is impliedly presented in the graph. In contrast, if the

graph from computer science demonstrates a relationship between time and website

use. I can interpret that how the web page can service based on different times.

However, an area under a curve may not infer any particular information. For a

line graph from brain science, the expression should be different from other line

graphs, if it results from electroencephalography, which is a device to monitor and

record the electrical activity of the brain. The graph shows an electrical activity in

real time; thus, this is simple to express when the brain has been activated. The

expression of this line graph is particular because time in X-axis is not fixed to a

constant range but real time. Moreover, a kind of graph is variant depended on the

study domain. For instance, the graph in several study fields (e.g., mathematics and

brain science) may represent a set of vertices and edges. Also, in computer science,

Dijkstra algorithm also uses a graph to represent vertices and edges to trace and
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find the shortest path. Another example is an ontology. It uses a graph to show

relationships among concepts as a network. The graphs used in this research are

collected from the scientific literature, especially in computer science and biology,

with this following types: bar graph, line graph, and plot graph. The kind of the

graph is a general graph representing a means of representing data. In academics,

researchers created them to present data summaries from their experiments or some

comparisons; thus, many kinds of information can be expressed in the scientific

graphs, such as statistical data, category names, a comparison among data, and

some critical changes along continuous data tendency.

Only the information graphically extracted from the graph images may be

insufficient to acquire completed information. Definitely, descriptions of the graphs

also provide necessary information that thoroughly explains about the graphs them-

selves. To fulfill this requirement, not only graphical but also literal contents should

be used. It should be analyzed by a dependency parser, which is a tool for parsing

sentences and expressing their relations [65]. This extractable information directly

involves to the graphs and be also useful to the users.

However, a critical problem, called semantic gap, has been addressed if both

graphical and literal information are utilized together. Generally, the gap should

be bridged by using ontology. For several years, great effort has been devoted to

discovering solutions of semantic gap [88, 93]. In this dissertation, I propose a

novel method of ontology-based search engine system that attempts to narrow the

semantic gap by introducing solutions to extract and use graph information presented

graphically and literally.

The necessity of this study is described here. Although the proposed system

aims to solve the problem of the semantic gap, as similar to other existing studies,

the users necessitate using this system because it offers accurate and succinct graph

information from relevant graphs that should encourage their works and researches

and accomplish their academic inquiries. Frequently, the users read academic litera-

ture and attempt to comprehend their main points. They analyze the graph images

described by captions and paragraphs. By using the proposed system, the users do

not need to read whole literature because it precisely introduces concise knowledge
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from the graphs, which is extracted from graphical and literal information, without

confusion. They obtain fast and elaborate knowledge that helps to instantly capture

the main points of the graphs. Hence, the major motivation of this research is to

support researchers and students by providing essential knowledge from the graphs

precisely. Here, I decide to extract information from the graphs because it is sim-

ple to retrieve information from data analysis rather than other kinds of images; in

addition, users should acquire useful information much easier.

1.2 Ontology definition of this study

1.2.1 A theoretical definition

Ontology, which originates from philosophy, is a term meaning a study of

things of existence [7]. For example, I observe the nature of a thing and identify

relative objects belonging to a group of abstract concepts. During recent years, com-

puter science introduces technical definitions of ontology, which is different from the

original meaning. A definition by Gruber [33] proposed the most referenced defini-

tion: ‘an ontology is an explicit and formal specification of a conceptualization’. He

explained the ontology as a formal description of existed concepts and relationships.

In this context, a specification is a way to acquire to obtain knowledge from a specific

domain. A conceptualization represents a way to organize and structure knowledge

by using a finite list of terms (concepts or classes of objects), which are described

a domain of discourse, and relationships among terms (hierarchies of classes) [16].

Zhong et al. [94] provided the definition of ontology: ‘An ontology is a specification

of an abstract, simplified view of the world’. As reviewed a study in [5], the author

summarized some definitions of ontology existing in the previous studies such as

Guarino [34].

In this research, an abstract definition of my ontology has been rearranged

based on Gruber [33]’s definition. The ontology is a specification of shared knowl-

edge in given domains describing the collaborating representations by using the

corresponding concepts and relationships that are displayed in a simplified way of
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expression such as a taxonomy. Moreover, it expresses implicit data because it

bridges among a variant of concepts which may belong to a different domain but

contain partial term similarity.

In conclusion, my ontology means an explicit knowledge structure discoursing

collaborating representations such as textual and graphical representations for this

research.

1.2.2 A practical definition

An upper ontology is used to support the semantic interoperability and facil-

itate the semantic integration of domain-specific ontologies by providing a common

starting point for the formulation of definitions. It contains very general terms, e.g.,

object and relation, that are applicable across multiple domains. According to an

assumption, when this generalization is performed in ontologies of multiple domains,

a small set of generic terms that is the same in all these domains will be come up.

For example, the Suggested Upper Merged Ontology or SUMO is an upper ontology

intended as a foundation ontology for a variety of computer information processing

systems. Commonly, SUMO concerned itself with meta-level concepts, i.e., general

entities that do not belong to a specific domain, and thereby would lead naturally

to a categorization scheme for encyclopedias. Moreover, a mapping from WordNet

synsets to SUMO has also been defined [71].

The domain-specific ontology represents concepts which belong to particular

meanings, including their relations. A domain ontology provides controlled and

structured terms to annotate data in order to support a system to search desired

results. For example, the Gene Ontology introduces a taxonomy and controlled

vocabulary for describing genes and gene products. As similar to the ontology of this

study, the domain ontologies are computer science and biology. Word terms relate to

the domains that may be able to link to the science ontology in the future. However,

a main focus of the system is to search relevant graphs based on information existed

in the graphs and their descriptions. Therefore, a meaning of word term itself is not

the most important matter but relationships of sentences in graph descriptions.
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The design of my ontology composed of textual and graphical representations.

For textual information, the ontology here described words terms or contextual usage

of words as entities and word dependencies as relations. The definition of this textual

part is additional information explaining graph images. On the other hand, the

definition of graphical representation in this ontology is the realization of the existing

data inside the graphs. The ontology describing the graphical representation was

created based on the fundamental structure of the graphs. For example, the graph

consists of axis titles, a legend, and data section. Moreover, the data section contains

some explanation about data such as slope and bar height.

In conclusions, the definition of my ontology is the explanation about the

graph image in the scientific literature.

1.3 Problem Statement

There is now ample research on an area of information retrieval, which is the

baseline of search engine system. Many systems have been currently developed based

on full-text and image searches. After users queried some specific keywords to sys-

tems, they returned relevant information to users, such as a list of documents and a

collection of images. Those existing studies have registered tremendous success effi-

cient methods to retrieve relevant data [92]. However, they provide only documents

or images but do not include further information that may be needed by users, for

example, data tendency or the highest data value. A combination of image informa-

tion extraction and search engine systems should be a proper solution to solve this

difficulty.

Based on human intelligence, graph images can be read and comprehended

more quickly than the descriptive data. Indeed, they are included much information

that may not appear in the descriptive detail of documents, such as the tendency

of lines and a difference between two given data categories in a bar graph. This is

clear that if graph information is extracted by an efficient system, new knowledge

hidden in the graph should be obtained. However, image information extraction has

received much attention in the past decade. A preliminary issue focused on many
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existing studies is the semantic gap that is the main cause of user misunderstanding.

It characterizes the difference between linguistic and graphical representations. If

the gap reduces, the ambiguity also diminishes. This problem is also found in the

image search [19]. To literately analyze the images, the problem of misunderstanding

may occur, because user thoughts turn to mislead author’s intention. A number of

researchers have addressed the problem of the semantic gap and propose several so-

lutions. [22, 35, 45, 93]. In this dissertation, I introduce the idea to utilize ontology

containing both graphical contents from graphs, e.g. graph components and graphi-

cal data appeared in data sections, and high-level representation, e.g., captions and

cited paragraphs, in order to minimize the problem wisely. This should be a proper

solution to minimize the gap of semantic.

1.4 Objectives

The major purpose of this dissertation is to introduce a novel graph search

system integrating several techniques that I proposed in the past, such as graph

type classification, graph component and information extraction, and OCR-error

correction. Therefore, a list of major objectives of this dissertation is presented as

follows:

1. To minimize the problem of the semantic gap between linguistic and visual

representations by proposing an ontology-based graph search engine system.

2. To design my ontology structure to support the search engine system.

The target of the study is to address the problem of semantic gap by using

my ontology. However, only utilizing ontology is inadequate to efficiently mitigate

the problem; therefore, I must propose some methods to deal with information from

the graphs. The list below describes minor objectives related to proposed systems.

1. To classify the different graph types and identify the dominant characteristics.
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2. To identify locations of graph components appearing in the graphs by using

clustering as well as extract information residing in the components by using

OCR.

3. To cope a limitation of DBSCAN clustering with automatic Epsilon estimation.

4. To propose the OCR-error correction system to suggest correct recognitions

by utilizing both local and external ontologies.

5. To extract information located in the data section of the graph in graphi-

cal form to quantitative data, including finding extend information such as a

relationship of axes titles.

6. To design a database to record primary graph description and user feedback.

7. To determine an effectiveness of my ontology-based search engine system by

comparing to a traditional search engine system by using the same data col-

lection.

The performance and efficiency of the ontology-based search engine system

are evaluated by users. They must assess the obtained results by deciding them

as for whether relevance or irrelevance and response questionnaires. A traditional

search engine system, which is an open source software, is selected for a purpose of

evaluation comparison; hence, the users clearly examine a difference between both

systems. After the evaluation process, I measure and present the performance of the

systems, e.g. F-measure, precision, and recall.

1.5 Outline of the dissertation

In this dissertation, I focus on the graph image which graphically represents

a set of data by using symbols, such as bars in a bar graph, lines in a line graph,

and qualitative data. The graph is often used for ease of understanding of large

data quantities and the relationships between parts of the data. In this research

project, only three types of graphs are considered: line graph, bar graph, and plot
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graph. Note that the plot and line graph are recognized as two-dimensional charts

(2Dchart) because I analyze primary structures of both graph types and find several

similarities. For example, data are usually displayed on two-dimensional axes with

a periodic scale. Moreover, both graph types provide a similar mean of information,

because a line is comprised by multiple plots located in data space. A bar graph

shows rectangular bars with lengths proportional to the representing values. To

compare significant characteristics between the bar graph and 2Dchart, the bar

graph presents continuous data at Y-axis and discrete data at X-axis; meanwhile,

2Dchart shows continuous data on both axes.

This dissertation reports the findings of a thorough study and introduces novel

methods, including their evaluations. The experimental results have proven that the

methods have been effective and succeed to achieve goals of this research. I herein

proposed four studies to resolve different problems.

The first method was graph image classification [48] whose main goal was to

distinguish different types of graphs based on their characteristics extracted by using

discrete Fourier transformation (DFT) and Hough transformation.

Second, I proposed the graph component extraction and identification [52].

The graph components represent X-title, Y-title, and legend. Note that the legend

means data labels that should be presented on the graph with multiple data. This

proposed system utilized to identify the position of the graph components, espe-

cially the position of legend, which might establish in different locations depending

on authors’ attention. Density-based spatial clustering of applications with noise

(DBSCAN) had been used to identify the legend’s position.

Third, the OCR-error correction system had been proposed to solve OCR error

recognition, as shown in [51]. I extracted the information from graphs by using

optical character recognition (OCR) to recognize text characters from the graph

components. OCR probably provided error outputs because of misrecognition that

leaded misunderstanding to users. Therefore, this OCR-error correction could solve

this problem by using an ontology to suggest corrected results.
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Finally, to obtain significant information from the data section of graphs, I

introduced the graph information extraction [50]. It could detect and transform

the graphical data (such as bars and plots) to quantitative values. Moreover, this

disclosed explicit and implicit knowledge by the ontology. Note that the explicit

information was provided purposely that could easily realize data intention such as

bar heights. The implicit information could be acknowledged by using the ontology

to investigate relationships or concepts such as graph relationships.

Hence, my entire studies are assembled into one main system, called the

ontology-based search engine system for graph images. This search system pro-

vides not only graph images but also graph information. A common evaluation

method dealing with a search engine system is to collect user feedbacks [5, 78]. For

my evaluation, ten participants have been gathered in order to validate the system.

User feedbacks and suggestions are collected for evaluation. Further, system perfor-

mance is computed and represented by performance models, such as F-measure and

precision. Note that the participants who attend my evaluation process should have

experience about computer or biology.

1.6 Contribution

The graph search engine system offers social benefits, as it can give access

to implicit and explicit knowledge. Moreover, it provides extraordinary features

because not only relevant images but also new information collected from extraction

process and discovered from ontology have been acquired from my ontology-based

search engine system. This system has a range of applications, for example in image

interpretation system. It also can be applied to other kinds of the image such as

color photos and extract such information based on their low-level features.

Regarding this system utilization, it should work well in academics and re-

search areas because reliable graphs often appear in journals or proceedings, and

this system can quickly provide concise information to the users. This means the

users do not need to read whole documents to understand what the main focuses

of the graphs are. Moreover, researchers can use the search system to investigate
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graphs that are relevant to their studies, such as a bar graph presenting experimen-

tal results of a study. For example, after the researchers completely conducted their

experiments and obtained some results. For discussion, they may need results from

other related studies to make a comparison. Further, users can specify a graph type

for filtering relevant results.

1.7 Novelty of the Study

The method developed here has never been used in previous attempts to ex-

tract knowledge from graphical and literal contents in graph images. The novelty of

the study are described as follows:

• New method of ontology-based search engine system.

• New ontology and database design supporting the search system.

• New methods of the graph-type classification system, graph component ex-

traction, OCR-error correction using ontologies and graph-content extraction.

There are a lot of existing studies focusing on ontology design to solve the

problem of semantic gap, as similar to this study. However, this study focuses

on the graph information extraction and designing the new ontology to mitigate the

semantic gap problem. Obviously, this is the first trial to use both visual and textual

contents from graphs which are recorded into the ontology.

1.8 Structure of This Dissertation

The remainder of the dissertation is organized into 10 chapters as follows:

The next chapter discusses previous researches related to the topics of this

dissertation. From Chapter 3 to Chapter 7, I describe methodologies of each pro-

posed study respectively: graph-type classification, graph-based optical character
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recognition error correction, graph components extraction and identification, graph

information extraction, and prototype of graph-Based search engine system. Chap-

ter 8 presents experiment procedures and results. Chapter 9 is devoted to discussing

new findings of each study and their limitations. Finally, I summarize the disser-

tation and draw conclusions, including future works. Figure 1.1 presents an overall

content structure of the dissertation. Note that arrows displaying in Figure 1.1

represent processes, dependencies and data of each system.
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Figure 1.1: Content structure of this dissertation
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Chapter 2

Related works

In the previous chapter, I described the introduction of this dissertation to

describe what my inspiration was and explain what problems were herein addressed,

including this research’s objectives and contributions. This chapter surveys existing

works related to the topic of this dissertation. The review given in this chapter

intends to provide an idea of the state of the art of the corresponding areas.

I will review works and thoroughly discuss their studies’ solutions and prob-

lems. This chapter is organized into three sections: classification on image data,

OCR Error Correction, and use of ontology for image information retrieval.

2.1 Classification On Image data

An image is a useful resource that presents meaningful information using

the graphical content. Humans can easily grasp the semantical information im-

plied in images without necessarily reading any context appearing in related docu-

ments.There has been a significant amount of research on image classification that

has made great progress in many different areas, including medical analysis [42, 56]

and academia [17, 90].
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The image regularly includes a large amount of information; therefore, to use

it properly, a suitable approach that can transform the image to usable data should

be proposed. Several techniques have been applied to image classification to extract

image information and characteristics. During the past few decades, considerable

attention has been paid to extending the ideas of extracting image features. A

popular method was to extract low-level features instead of using their actual pixel

values. Low-level features (e.g., color, texture, and shape) have been reported in

many literatures [24, 86, 87]. The visual features were extracted and used as inputs of

classification. Sergyan [77] proposed a color histogram based classification approach

and contributed to an image search system; however, traditional methods involved

the low-level features, are insufficient for my target images, even if the idea of using

low-level features was effective in the previous studies, because to classify the graph

types, I did not focus on the low-level features, but only the presence of objects

in the graphs, such as rectangles and scatter plots, was adequate for graph-type

classification.

The Hough transformation [27] was a famous feature extraction technique

used to detect objects (e.g., circles, rectangles, etc.) from images. Kwon et al.

[59] presented a method for classifying human ages based on facial images. They

performed a Hough transform to find a parabolic curve in the human chin. Wavelet

transformation was also often employed for image features analysis because it can

potentially handle images with different scales and that contain noises [76]. In

studies of image classification, wavelet analysis has been applied to images and the

distribution of wavelet coefficients is considered to characterize images. Arivazhagan

et al. [8] proposed a texture classification system using wavelet analysis on a set of

texture images that extracts statistical values, such as mean and standard deviation.

When dealing with images, researchers often encounter a major problem of

image classification, called the curse of high-dimensional images. A number of pre-

vious studies have developed several potential methods for overcoming this difficulty

[1, 81]. Sanchez et al. [75] proposed an image classification on large-scale images

including multiple classes. They address the compression of such high-dimensional

signatures with two lossy compression schemes: dimensionality reduction based on
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hash kernels and data encoding with product quantizers. I realized that the image

analysis process was an important procedure for classification because images con-

sist of raw data in an inappropriate input form for existing classification systems.

Thus, a preprocessing step used to prepare and construct input data in a ready form

became an important procedure in extracting dominant image features. Fan et al.

[29] presented a method for classifying of medical images based on their regions by

using a nonlinear Support vector machines (SVMs). They built adaptive regional

feature extraction and feature selection procedures that consolidate robust features

from high-dimensional morphological measurements obtained from brain MR im-

ages. Their robust feature selection removed irrelevant and redundant features to

improve classification. However,

To enhance image classification, data mining and machine learning algorithms

have been gaining importance in recent years. As such, there are some well-known

algorithms usually applied to image classification given their simplicity and perfor-

mance characteristics; these algorithms include Artificial neural networks (ANNs),

SVMs, and Convolutional neural networks (CNNs), each of which is described below.

The ANNs is an information-processing paradigm inspired by human neural

networks. Veluchamy et al. [87] proposed blood cell classification prediction for

normal and abnormal cell classes. They extracted images of blood cells, sorting gray

level statistics and algebraic moment invariants, then classified the target images

using an ANNs. Frate et al. [30] used an ANNs to remotely sense to distinguish

among areas made of artificial coverage including asphalt or buildings, and open

spaces, such as bare soil or vegetation. They attempted to apply their classifica-

tion system to high-resolution images from satellites. These previous studies show

that ANNs can handle problems involving high-dimensional images and can work

perfectly with nonlinearly separable data.

The main concept underlying SVMs is to find a proper hyperplane, defined by

types of kernels, to separate data belonging to multiple categories. Both linear and

radial basis function (RBF) kernels have been frequently applied to classification

problem via SVMs. Cusano et al. [25] introduced an innovative image annotation

tool based on SVMs for classifying image regions into one of seven classes, i.e., sky,
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skin, vegetation, snow, water, ground, and buildings, or as an unknown. They used

image histograms as be feature vectors. SVMs are effective when handling with low-

level features [2], but I concerned about SVMs efficiency when applied to my data

because the extracted features of this system were different from existing studies.

In recent years, CNNs have been developed by extending the classical ANNs.

Here, CNNs have great potential for image classification and are also faster if a

computer conditionally supports a graphics processing unit (GPU) [83]. CNNs can

be proficiently applied to large image databases [57]. For example, Kang et al.

[47] presented a novel classification based on CNNs to classify document images

presented in different layouts. They also employed a technique called dropout to

reduce overfitting in the fully connected layers [82]; however, CNNs here had an

obvious drawback. Inputs to CNNs should be images comprised edges because the

CNNs can give fully effort to analyzes the image by using Gabor filters [66]. In this

study, I convolved the input image into one-dimensional images without edges or any

objects. Therefore, I needed to conduct experiments to evaluate the performance of

CNNs applied to my constructed data.

Finally, from my observations during the existing study, I acknowledge that

traditional methods suffered from a problem of parametric, i.e., parameters were

very sensitive to changing the value of a parameter changed the results either for

the better or for the worse. In this study, I solve this obstacle and obtain the best

results that can be produced by my current system.

2.2 OCR Error correction

My focus is to extract information from graph images which often locates in

graph components(e.g., axis titles and legend). To extract them separately from the

graphs, I need a technique of image segmentation to locate and identify areas where

the graph components belong to. This helps my system to obtain only necessary

information and avoid unused data such as texts in a data section.
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Image segmentation is currently an active research area with several unsolv-

able problems. This technique can be used to capture and separate dominant objects

from image backgrounds. Basically, it deals with many kinds of images, such as out-

door scenes [4, 23] and medical images [37]. In academics, a graph image used to

summarize and analyze essential information is another target image for this active

field. Bar graphs are my main target in this study. I attempted to separate the ba-

sic components to prepare the inputs of OCR-error correction. However, to achieve

graph segmentation is difficult for traditional techniques (such as image processing),

because positions of graph components are unfixed, especially a legend. A dramatic

study addressing this difficulty has been presented by [54]. They aimed to auto-

matically extract elements (e.g., axis labels, legends, and data points) from within a

two-dimensional graph and mitigate a problem of overlapping text and data points.

They performed an image profiling to detect global features in order to identify co-

ordinate axes. Moreover, they applied an extended K-median to isolate and detect

the data points from a curve. However, they confronted a problem when trying to

extract a legend. That can be solved by performing a connected component analysis

to identify individual letters before applying OCR. The other interesting study is

proposed in [38]. whose main targets were to associate recognition results of textual

and graphical information in scientific graphs. They individually recognized text and

graphical regions of the graph images and then combined their results to achieve a

full understanding. However, they encountered OCR errors that were solved by

manual correction. Although these previous studies proposed effective methods to

extract graph components, it did not identify types of individual components. In

fact, each component carries essential information, but its role certainly differs. For

example, the X- and Y-titles evince a relationship of the graph. The legend pro-

vides particular information regarding data described as data labels. Clearly, to

identify the type to each component is surely important for graph interpretation.

my graph component extraction can achieve this obstacle. Moreover, I not only

extracted graph components using the OCR technique but also addressed an OCR

error problem by correcting errors based on my methods.
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To obtain information in the graph components basically written by text char-

acters, symbols, and numbers, OCR is unavoidably used. It is a technique to recog-

nize graphical alphabet characters and transform it into digital characters. However,

OCR may provide wrongly recognition due to many obstacles, for example, low im-

age quality and unsupported language package for OCR. A great deal of effort has

developed many approaches to correct the OCR errors over several years. Nagata

[69] emphasized his work to correct misrecognized characters using character shape

similarity and statistical language model. He attempted to challenge to Japanese

whose sentences did not include word delimiters (e.g., space). However, I realized

that this previous study cannot correct such items as acronyms and transliterated

foreign words because they often show in English (such as ISO and SONY) that

cannot recognize by OCR included by Japanese language package. It differs from

my method because ours can correct words universally as long as they appear in the

source document.

Semantic-based techniques (e.g., context-based analysis and ontology) are proper

solutions addressing the OCR problem. Wick et al. [89] realized that conventional

systems identified low-confidence outputs that were insufficient to correct misrecog-

nition errors. They used topic models automatically detecting the semantic context

of scanned documents and specified the word frequency to correct the errors. How-

ever, a limitation of topic models is high training time required, because users must

classify documents to acquire their corresponding topics prior applying OCR. An

interesting method related to correct OCR errors is also described in [12]. They

developed a context-based method based on Googles online spelling suggestion to

correct the OCR errors. They avoided using an offline dictionary because a huge

volume of terms needed to gather in a source computer, which consumed a lot of

resources. Google is a massive online database containing a large collection of word

sequences. It is suitable to be a data source of correcting word suggestion. How-

ever, this technique is limited to use via online that need to concern about network

availability and efficiency, e.g., speed and bandwidth.

Recent studies addressing the problem of OCR errors tend to use ontology and

semantics. Jobbins et al. [46] developed a system of automatic semantic-relation
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identification between words in Rogets Thesaurus. This knowledge source contains

explicit links between words and related vocabulary items for each part of speech,

unlike an ordinary dictionary. Their method depended on Relation algorithm that

located semantic relations between words and calculated a relatedness score of each

word. However, this technique possibly encountered a difficulty, if dealing with

words in a sentence. They may obtain a real-word error in the same category or

cross reference. To solve this problem, not only word categories but also sentence

dependencies should be used, because each word in the sentence definitely contains

at least one dependency linking to some other words in the same sentence. Zhuang

et al. [95] introduced an OCR post-processing method based on multiple forms of

knowledge, for example, language knowledge and candidate distance information

given by the OCR engine. They focused on Chinese characters. A similarity be-

tween this existing study and my study is to find candidates depended on similarity

distances. However, this previous study was limited to long sentences containing

many dependencies, because it used an n-gram supportable contiguous sequence of

n items from given sentences.

2.3 Use of Ontology for Image Information Retrieval

Searching useful information is a broad central area in information retrieval

and knowledge acquisition. Many applications have been active currently, such as

Google [15]. Hearst et al. [36] developed a search engine that provided a way to

access biological scientific literature. They used Lucene open source search engine

to index, retrieve, and rank the text. Definitely, everyone admits that they are very

useful and influent their daily life because data now are online and can be easily

searched on world wide web. Although regular search engine offers much informa-

tion based on the use of keywords, the ontology-based search engine can provide

more relative knowledge due to its semantic structure that improves search preci-

sion. Gauch et al. [32] introduced an ontology-based method to suggest information

navigation using a user profile structured as a weighted concept hierarchy. Their sys-

tem automatically created user profiles reflecting the user’s interests that produce

moderate improvements of search results.
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Furthermore, not only text [68] but also images can be searched by using on-

tology. Semantic web ontology and image information extraction offer a new way

to annotate and retrieve image data [40]. As presented in [39], Hyvonen et al. con-

sidered several situations when users were encountered complicated and semantical

images and knew how ontology can be used to realize them. To prove their con-

cept, they implemented a system for image annotation depended on ontology and

the same conceptualization. Finally, their system provided a recommendation of

semantically related images to users. However, most system dealing images often

face the problem of the semantic gap.

Capturing image semantics opens up a new field of study by integrating multi-

discipline to overcome the existing problems [26, 67]. A typical solution to minimize

the gap is to utilize both graphical and textual information in order to obtain rel-

evant knowledge. Zhao et al. [93] proposed a method to extract the underlying

semantic structure of web documents by latent semantic indexing (LSI) for textual

information to cluster co-occurring keywords or concepts. Users used a particular

keyword to retrieve documents that may not include the keyword but contain other

keywords in the same cluster. For graphical content, they extracted low-level image

features using color histograms and color anglograms. Chen et al. [22] developed a

vertical image search engine integrating both textual and visual features to improve

retrieval performance. To bridge the semantic gap, they captured a meaning of each

text term in the visual feature space and repeatedly measured the weight of visual

features according to their significance to the query terms. Moreover, they consid-

ered user intention gap that can infer visual meanings behind the textual queries.

The previous studies above conducted experiments and their results showed the

improvement of precision and recall.
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Graph-type classification

In the previous chapter, I mentioned about related works and their addressed

problems. Many state-of-art studies attempted to propose solutions to solve existing

obstacles effectively.

In this dissertation, I also introduced novel methods to address critical prob-

lems relating to graph images information. My methodology will be described in

Chapter 3 to 7 divided by my proposed systems that have particular purposes and

address different problems. Chapter 3 presents an idea of graph-type classification

using several techniques to distinguish graph types based on their characteristics

discovered in the frequency domain. Next, graph component extraction and identi-

fication will be explained in Chapter 4. This system can be utilized to identify and

extract graph components which sometimes locate in various positions in graphs,

especially graph legends. Chapter 5 will depict regard graph-based OCR-error cor-

rection. It uses ontologies to correct OCR results acquiring from the extractable

graph components because the OCR result may not be accurate. Next, graph in-

formation extraction will be described in Chapter 6. It is a method used to extract

necessary information found in a data section of the graph. Finally, I will introduce

a prototype of graph-based search engine system that integrates entire proposed

systems.

23



Chapter 3. Graph-type classification

Here, in this chapter, I present the background of graph-type classification

including a process of the method. Next, I will describe experiments and results.

Finally, I will discuss new findings and conclude the study.

3.1 Background

In past decades, there has been a growing interest in image classification. In

much of literature, researchers have encountered problems with image classification

and have attempted to find solutions by utilizing a variety of classification tech-

niques, such as SVMs [11, 20] and ANNs [30, 87], as well as including image analysis

techniques, such as wavelet transformation. Typically, a large input dataset size

is a serious problem in the study of image classification because images, which are

inputs of a system, generally contain many features and attributes, in particular,

two-dimensional images. In fact, the performance of a classification system is in-

verse to the size of the input dataset. Many existing studies have developed image

classification methods based on large-scale datasets, attempting to somehow miti-

gate the problem of high-dimensional data, as two-dimensional images [75]. If the

two-dimensional images are used in an inappropriate way, this may significantly de-

crease the classification performance. Therefore, a plausible solution needs to be

proposed due to effectively solve this problem.

An initial input used in my study involves a collection of graph images. A

graph is a graphical representation of a set of objects, and there are a variety of

graph types, such as line graphs, plots and pie charts. Such graphs map dependent

or independent quantitative variables and represent the essential content that sum-

marizes the given data. An initial form of my data collection is also two-dimensional

image; however, I avoid to use it directly to my proposed method but convert it to

more suitable and usable form, which should enhance the quality of my classification.

Low-level features (e.g., color, texture, etc.) are extensively used to classify and

analyze generic images [9, 72]. Notwithstanding, these are not essential properties

for categorizing graph types, yet other objects, such as lines, plots, and primitive

shapes. Furthermore, a crucial problem focused on in this study is the differences
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in graph characteristics. Naturally, the same type of graph may include several

different objects and characteristics. For example, there are many points in a scatter

plot (e.g., see Figure 3.1a), but the positions of these points are certainly different

from one scatter plot to another (e.g., compare to 3.1b) depending on the real data.

Moreover, there is also a line in the scatter plot shown in Figure 3.1b. Unfortunately,

these uncertain characteristics of graphs cause difficulties for traditional classification

systems [6, 48]. Assuming that I use convolution neural network CNNs to classify

the example images showing in Figure 3.1. Based on a basic process on CNN,

it convolves the images using multiple filters and feature maps. A typical random

kernel is similar to an edge detector; hence, the edge is an important feature for CNN.

Moreover, a result of convolution process provides an output matrix containing edge

characteristics. However, it is the inessential property for graph-type classification,

yet dominant objects, such as lines and circles. I realize that CNN may be unsuitable

for graph images. Regarding my proposed method, I also convolve the graph images

from two-dimension to one-dimension, still include significant characteristics, such

as a profile of pixel appearance and the focused objects in the graphs. I emphasize to

classify the images based on their essential characteristics rather than image features.

This system classifies graph types based on the presence of dominant objects

in images. For example, it checks a presence of plots in data space to classify

plot graph but does not focus on their plots’ positions or direction of correlation

because I do not currently emphasize data interpretation, but only classify the types.

Concisely, I address the problem of classification with images containing particular

characteristics, even they are grouped in the same category. Further, I realize a

difficulty of the curse of dimensionality that always occurs when handling to image

data. Thus, to minimize the problems, a productive classification method has been

introduced to create a new data representative that replaces the two-dimensional

image that can handle problems of dimensionality and different characteristics.

The main focus of my study is therefore devoted to a graph classification

system that classifies graphs into their types based on dominant different character-

istics. My method involves the image convolution that transforms a two-dimensional

image into a one-dimensional image while retaining necessary information, including
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Figure 3.1: Example displaying two scatter plots with different characteristics
and patterns: (a) scatter plot containing only points and (b) scatter plot containing

points in different positions than (a) and a line

constructed numeric datasets that represent results of wavelet and Hough transfor-

mations. I propose a new classifier called ANNSVM that is a combination of ANNs

and SVMs. This system aims to provide benefits to researchers who give interests

to study other’s studies and need to prove validation of their studies by comparing

their results with other related studies. Demonstrating that they acquire a bar graph

illustrating an accuracy of each software from their experiments; thus, to investigate

other software and their accuracies in other studies, they need to specify a graph

type as a bar graph which is same as theirs for effective comparison. A finding in my

previous study [49] already proved that significant knowledge can be discovered in

graphs images, such as a relationship between axis titles. In fact, different types of

the graph also offer particular knowledge based on their dominant graphical charac-

teristics. Therefore, a process to distinguish graph type can enhance a capability of
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image information extraction system [50] and acquire widen and specific information.

For example, as the simulated case showing above, its results should be displayed

in a bar graph because the bar graph can impliedly express categorized data (e.g.,

their accuracies corresponding to each software) much better than a line graph. On

the other hand, a line graph should be a better choice when dealing with continuous

data, such as vehicle speed. The graph-type classification possibly applies to a range

of applications, such as search engine and image interpretation systems.

The major objectives of my study are (1) to propose a novel method for clas-

sifying graph types with greater accuracy, (2) to extract dominant characteristics of

graphs to be a new data representative suitable for identifying graph types, and (3)

to indicate what features make my data separable, which improves the quality of a

classification system.

To evaluate my proposed method, I conducted several experiments to compare

my approach with classical methods, for example, ANNs, CNNs, and SVMs. Both

ANNs and SVMs are extensively recognized as being high-potential tools for classi-

fication. The important part of ANNs are their ability in learning iterations, which

defines how weights of each neuron should be periodically adjusted. The SVMs use

a boundary to isolate data that is different depending on a kernel. Here, the ker-

nels tested in this study are RBF and linear kernels. The CNNs is a powerful tool

to categorize images by analyzing image edges. The CNNs is based on the ANNs

with more one additional step called a convolution step. Typically, the CNNs pro-

vides great results as shown in previous studies [61], particularly when working with

two-dimensional images containing low-level image features, e.g., image edges, as

dominant characteristics.

3.2 Methodology

3.2.1 Definition of my datasets

The target data in this study consisted of a collection of graphs or diagrams.

Graphs are classified into three distinguishable types, i.e., bar graphs, pie charts,
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and 2Dchart, the latter including line graphs, plot graphs, and area graphs. I merge

and set them to the two-dimensional chart because the regular graph structure from

those graph types was similar. For example, the line graph and plot graph’s structure

contains titles that appear on both axes, and there are lines and plots presented in

a data section. Note that lines in line graph can be recognized as continuous data

plots; thus, it can be likely identified as another kind of plot graph. The graph types

also contain apparently own characteristics. For example, for a pie chart, at least

one circle should be apparent and reside in the graph; further, axis titles do not

appear. For a bar graph, its main structure is comprised of a title along the y-axis

and categories along the x-axis. For a 2Dchart, its structure contains titles that

appear on both axes. Further, this system is a part of graph information extraction

[50]; thus, to precisely extract information, I must use particular methods to extract

knowledge depending on the types that contain their own general structures, such

as a presence of axis titles and dominant objects. I realize that the same method

can be used to extract information from both the line and plot graphs; whilst,

another particular method is also specifically applicable to the type of bar graph.

Therefore, in other words, I choose the graph types and limit them to three particular

types because not only they contain separable graph type characteristics, but it is

also convenient for my graph information extraction [50] to accurately extract their

information.

In this study, I convert the two-dimensional image dataset, which is squared

to a resolution of 64 x 64, to one-dimensional images. The one-dimensional image

is a constructed image with a size of approximately 1 x 64 that is applied to my

proposed method. Moreover, I create numeric datasets assembling wavelet coeffi-

cients and outputs from the Hough transformation. The main motivation for using

these techniques is to reduce data dimensionality and gain only necessary informa-

tion used for classifying. my input data is two-dimension images that contain a huge

volume of information; thus, the data size is reduced because only partial informa-

tion is necessary for classification. For example, the dominant objects in the graphs

can be detected by using Hough transformation that is an important information to

classify the types. In contrast, image background, such as texts in the graphs, is an

inessential part of classification; therefore, it should be ignored.
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In my previous study [48], I performed experiments with these image sizes,

including other bigger image sizes. As reasonable results, It is found that these

sizes (i.e., 64 x 64 and 1 x 64) provided the most accurate results as compared to

other sizes because they contain adequate information for classifying. Image sizes

that were too large were inappropriate for my experiments because of the curse of

high-dimensional data and the problem of sparsity. Similarly, I avoided using image

sizes that were too small due to the difficulty of unclear image expression.

To create numeric datasets, I use a wavelet transformation to analyze the one-

dimensional images and acquire the sequences of wavelet coefficients based on several

wavelet families applied in this study, i.e., Coiflet1, Coiflet3, Coiflet5, Daubechies2,

Daubechies10, Daubechies20, Haar, Symlet2, Symlet10, and Symlet20. I select them

for two reasons. First, the coefficients can provide significant characteristics for the

classification. Each wavelet family has a different oscillation. If the level of the

wavelet increases, the wavelet provides much better compression results [43]. Second,

they are used in several previous studies [10]. Overall, they have proven to work

well for image classification.

All datasets used in this study are summarized below.

• 1Dimg dataset: the original one-dimensional images

• 2Dimg dataset: the converted two-dimensional images

• WL dataset: the numeric datasets that contain only results from the wavelet

transformation

• HT dataset: the numeric datasets that contain only results from the Hough

transformation

• WLHT dataset: the numeric datasets that contain both results from both the

wavelet and Hough transformations

29



Chapter 3. Graph-type classification

The main dataset I currently emphasize in this study is WLHT, i.e., the nu-

meric datasets that include results from both the wavelet and Hough transforma-

tions. To classify images, conventional methods directly use 2Dimg, i.e., the two-

dimensional images, as inputs to the systems. Hence, for evaluation, I applied my

proposed method to images in 1Dimg and 2Dimg, then compare to my main dataset,

WLHT. Finally, I use WL and HT to evaluate which is better for yielding separable

data. Note that the method was not applicable to all data in the world. Only bar

graphs and 2Dchart were available to the system.

3.2.2 A proposed method

In this subsection, I explicitly propose a new method for graph-type classi-

fication using a combination of SVMs and ANNs that include several techniques,

such as the discrete Fourier transform (DFT), Hough transformation, and wavelet

transformation. I divide my system into two major steps, i.e., a preprocessing step

and an application of classification.

3.2.2.1 Preprocessing step

The preprocessing step is a crucial part of my approach. It is used to construct

one-dimensional images (i.e., 1Dimg) and numeric datasets containing wavelet coef-

ficients and Hough transformations (i.e., WLHT). To generate the one-dimensional

images, the essential procedures are shown in Figure 3.2. Initial inputs of this pro-

cess are two-dimensional graph images that have already been cleaned and converted

to grayscale. My proposed method consists of four steps, each of which is described

below.

First, graph images are collected as raw data, which contain different scales

and sizes, and therefore need to be normalized. I clean the images by omitting

irrelevant areas. For example, I omit unnecessary text that has nothing to do with

my classification procedure. Moreover, to standardize the sizes and shapes of the

images, I resize and reshape them to be 64 x 64 squares.
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Figure 3.2: Illustrating the core process of one-dimensional image construction
accomplished by applying a DFT

Second, I examine each image pixel, each of which contains one color value.

After each pixel is projected along the x- and y-axes, the number of projected pixels

are counted, if a color value is greater than zero, to reduce image dimensionality.

Therefore two one-dimensional images should be acquired from the x- and y-axes.

Third, the one-dimensional images acquired from the previous step are com-

bined into one piece by concatenating the one-dimensional image of the x-axis to

the one-dimensional image of the y-axis.

Finally, I apply a DFT to the obtained one-dimensional images with inverted

colors. I invert the colors here because following the previous step, I gather some
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high values along axes, which are represented as white or light colors, that obviously

present existing information. Ordinarily, white color indicates no information, while

in contrast, a black or dark color instinctively represents meaningful information.

Therefore, the process of inverting colors helps to clarify the data expression and

prevent confusion in the interpretation.

A DFT is used for two reasons. First, the DFT can uncover dominant infor-

mation from images but does not need to concern itself with the position of how

the objects changed. For example, an important part of pie charts is located in the

low-frequency domain because the level of pixel distribution is low. On the contrary,

the high-frequency domain presents an important part of plot graphs. Second, a reg-

ular factor for classifying graph types is a similarity of characteristics in each type

of graph, but my target inputs probably offer different characteristics, even though

they are of the same type, because some objects represented in the graphs depend

on real data, as shown in the example cases of Figure 3.1.

After completing the process of one-dimensional image construction, numeric

datasets including wavelet coefficients and results from the Hough transformation

(i.e., WLHT) should be generated. The one-dimensional DFT images are presented

in the form of frequencies by the procedure illustrated in Figure 3.2; therefore,

they are regarded as signals that can be analyzed via wavelet analysis, which ana-

lyzes and decomposes signals into elementary forms at different scales and positions.

The prospective results of wavelet analysis here are sequences of wavelet coefficients

that represent the similarity extent comparing the examined section of signals to the

scaled and shifted wavelets. Note that the wavelet coefficients are calculated at every

possible scale and along every position of time. Further, a variety of wavelet families

is used to obtain the corresponding coefficients. I apply the wavelet transformation

in my study because correlated information in signals is obtained by using wavelet

families. Moreover, a sequence of wavelet coefficients is substantially divergent in dif-

ferent images and is considered to characterize images. Thus, the dominant patterns

are acquired from various types of images based on different wavelet families.

Hough transformation is a basic technique in image processing that is used to

detect features of particular shapes within target images, such as circles, lines, and
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single plots. The basic Hough transformation identifies lines in an image, but the

later Hough transformation has been extended to be able to identify arbitrary shapes,

most commonly circles and rectangles. Moreover, it can deal with the scatter plots

in plot graph. Detected objects are counted and collated into the object detection

attributes of the given dataset. To reduce variations, I categorize the number of

detectable objects into five categories, i.e., C0, C1, C2, C3, and C4. If the number of

detectable objects is between zero and five, I assign its number as C1. If it is between

six and 10, C2 is assigned. If it is between 11 and 15, C3 is assigned. If it is greater

than 16, I assigned C4. Otherwise, it is set to C0. Further, to determine the graph’s

containing areas, I recognize that the filled areas are often located from middle to

bottom with horizontal alignment. Thus, I allocate a specific region inside the image

and calculate area density, which is measured by counting the number of color pixels

divided by the total number of pixels in the given region. If the density exceeds a

predefined threshold the value of the area attribute is set to C1. Conversely, if the

density is lower than the threshold, the value of the area attribute is set to C0.

Comparing 2Dimg and WLHT, the characteristics of WLHT should be more

reasonable for my classification system, as opposed to ordinary images, for two key

reasons. First, the sizes of images from WLHT are smaller, because I construct

my numeric datasets based on the one-dimensional images, thus the number of di-

mensions certainly decreases. Indeed, the image classification system often provides

better results if working with smaller image-scaling sizes [75]. Further, processing

time should be substantially less since the number of pixels correlates to the amount

of information to be processed. Second, my data can handle problems of different

graph characteristics better than ordinary images due to the benefits of DFT.

3.2.2.2 Application of classification

In this study, I propose a new classification algorithm that is a combination

of ANNs and SVMs called ANNSVM. As shown in Figure 3, WLHT, i.e., with the

one-dimensional images generated in the preprocessing step, serves as input to my

classification system. The application of classification consists of two steps, each of

which is described below. The SVMs and ANNs models are trained individually.
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Figure 3.3: Demonstrating the process of classification by applying the ANNs,
then the SVMs

First, I applied the ANNs to WLHT. To obtain reasonable results from the

ANNs, I configured and tuned the following five ANNs parameters: number of hidden

layers, the number of nodes in each hidden layer, the number of nodes in the output

layer, learning rate, and momentum. Essentially, if the number of nodes in the hidden

layers increases, processing time increases, and the resultant ANNs will suffer from

overfitting. Conversely, too small of a number of hidden layers will cause underfitting

for the ANNs. In my setting, the number of hidden layers and the number of nodes

in each hidden layer were fixed at five. Concerning the learning rate and momentum

settings, these sensitively impact training performance and are set to optimal values

obtained via a grid search technique. The number of nodes in the output layer was
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three because there are three different class labels (i.e., 2Dchart, bar, and pie) in my

datasets.

I used the ANNs here because my datasets have nonlinear separation, and

the ANNs is also highly applicable to nonlinear modeling. Thus the ANNs with

multiple hidden layers was an optimal candidate; however, since the ANNs is a

black box learning approach, it is difficult to interpret implicit relationships between

inputs and outputs.

After this first stage, I used three outputs from the ANNs as new temporary

datasets. Note that the three numeric outputs here are the results from three output

nodes of the output layer. Typically, these values represent a classification result by

justifying a predicted class. For my case, the system must forward proceed to the

second classifier, i.e., SVMs; since the system did not justify a predicted class yet

but kept the numeric results for being an input of SVMs. Via a training process, I

combined them with a class label to obtain training datasets.

Second, I applied a SVMs to the new temporary numeric dataset. The SVMs

uses a technique called kernels to find an optimal boundary between the training

data. The tested kernel was the RBF kernel. I used this nonlinear kernel because it

can capture more complex relationships among data; in contrast, the training time

is slightly longer. Fortunately, since my new temporary datasets contain a small

number of attributes, the speed of kernel processing was reasonably fast; however,

the SVMs using the RBF kernel practically encounters the hyperparameter problem.

Significant parameters required for the RBF kernel are cost parameter and gamma.

Cost parameter C determines the influence of the misclassification of each training

example. If C is large, a boundary correctly classified the training example, but a

margin of a boundary is smaller and not smooth. Conversely, a small C provides a

smooth boundary but incorrectly classifies more examples. The gamma parameter

defines how far the influence of a single training example reaches. A larger gamma

represents a close distance from the boundary to support vectors and vice versa.

Further, gamma affects the shape of the boundary separating the training examples.

these parameters are assigned by optimal results using a grid search [74]. Moreover,
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from a practical viewpoint, the SVMs has a high algorithmic complexity that causes

the testing phase to be longer.

I used a SVMs classifier for three reasons. First, the SVMs guarantees a global

optimum solution, i.e., it can capture the lowest values from a given domain. Second,

the dimensionality of the input space does not explicitly affect to computational

complexity, still, the smaller data size is surely outperformed. I preferred to use

a smaller size of data because this system was a combination of two classifiers.

Even though the problem of high dimensionality slightly affects to SVMs, but it

might cause bad results to the entire system, in both cases of speed and generation

performances. Third, there is a sparse density of pixels in an image, i.e., a low

density of pixels that describes information in my one-dimensional image. The SVMs

automatically gives a sparse solution, because the Lagrange multipliers are equal to

zero for the non-support vector; therefore, the corresponding input vector can be

omitted in the summation.

Primarily, no particular classifier exists for all data distributions; furthermore,

if there are numerous data, only one classifier may not be discriminative well enough.

In this study, I combined ANNs and SVMs together because using either SVMs

or ANNs individually has limitations. Fusion of these two algorithms helps to en-

hance their abilities of classification and mitigate their drawbacks. Based on the

data used in this study, the features in input data had been assembled from various

sources, such as results of wavelet transformation and results of a presence of ob-

jects provided by Hough transformation; thus, training a single classifier may provide

inappropriate results. Moreover, integrating outputs from the multiple classifiers re-

duces a risk of classification error because the first classifier (ANNs) analyzed the

data and provided the results with an empirical data pattern, including some small

errors. After that, SVMs would take a place to handle the output of ANNs, which

already uncovered the data pattern, and mitigate the errors.
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3.3 Experiments and results

3.3.1 Comprehensive tests

In this study, I conducted several experiments to address the various ques-

tions of this study, which are described below. The experiments should support a

feasibility of the method.

• Which method is the best solution for classifying graph types?

• Which features of the data improve the performance of my proposed method

and cause the data to be separable?

• What is the most appropriate dataset to serve as a new representative for

classification?

• What significant differences of results exist in my experiments?

I divided my experiments into five major tests that include several minor

tests. The CNN 1Dimg and CNN 2Dimg (i.e., Figure 3.4a) was designed to utilize

the CNNs with sets of one- and two-dimensional images (i.e., 1Dimg and 2Dimg) to

compare performance between it and my main method for 1Dimg and 2Dimg. In

SVM WLHT (i.e., Figure 3.4b) and ANN WLHT (i.e., Figure 3.4c), I applied the

SVMs and the ANNs respectively to WLHT because both of them are popular algo-

rithms used for image classification. I implemented a method that combined these

two algorithms, i.e., the SVMs and ANNs approaches, in SVMANN and ANNSVM.

The difference between these two experiments was the ordering of the algorithms.

The SVMANN (i.e., Figure 3.4d) consisted of the same two steps as my proposed

method, but the order of algorithms differed. The first step of SVMANN was to

get the raw decision values of the SVMs that presented the actual outputs from the

SVMs, which were used to decide which class an instance should belong to. Since

I had three different classes in this study, outputs of the SVMs contained three nu-

meric values, which were inputs of the ANNs. Note that I used only the RBF kernel
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Figure 3.4: Processes of all experiments: (a) applying the CNNs to 1Dimg and
2Dimg in CNN 1Dimg and CNN 2Dimg respectively, (b) applying the SVMs to
WLHT in SVM WLHT, (c) applying the ANNs to WLHT in ANN WLHT, (d)
applying the SVMANN to WLHT in SVMANN WLHT, and (e) applying the
ANNSVM to all datasets in ANNSVM 1Dimg, ANNSVM 2Dimg, ANNSVM WL,

ANNSVM HT, and ANNSVM WLHT
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for this method because it often provides good results when performing with compli-

cated information, and my datasets are nonlinear data. After I combined the outputs

of the SVMs with a class label, I applied the ANNs to the outputs and obtained

classification results. The last experiment was ANNSVM ALL (i.e., Figure 3.4e) in

which I used my proposed method, i.e., the ANNSVM. Note that ANNSVM ALL

represents the experiments conducted by ANNSVM with all datasets used in this

study. In ANNSVM 1Dimg and ANNSVM 2Dimg, the ANNSVM was applied to

1Dimg and 2Dimg to compare results with those of CNN 1Dimg and CNN 2Dimg.

In ANNSVM WL and ANNSVM HT, I also applied the ANNSVM to WL and HT

because I needed to evaluate how data affected the system. Further, the most signifi-

cant experiment was ANNSVM WLHT, in which I presented the performance of my

main method applied to WLHT to indicate the effectiveness of my proposed idea.

To evaluate my approach, I compared results to other experiments that also used

WLHT. Regarding SVMANN WLHT and ANNSVM WLHT, I conducted experi-

ments to show the difference of performance in a case that I switched their orders.

A motivation for rearranging the order of algorithms was to examine whether the

results had been influenced by algorithms switched.

In this study, accuracy values of each dataset showed the performance of each

method. These values represent are the proportion of the total number of predictions

that were correctly classified.

Initially, I classified training instances into three classes that are bar graph,

2Dchart and pie chart, with 303, 322 and 297 images for each class respectively. The

number of images is 922 images in total. The graphs had been selectively gathered

from the Internet because an amount number of graph images could be collected

for training process comfortably. Moreover, I needed the data to find the suitable

classification model for the graph images; hence, it should be not matter wherever

graph images originally came from. I manually normalized the collected images

by eliminating unused areas, such as unnecessary text. Moreover, I evaluated the

experiments with tenfolds cross-validation because such an approach can mitigate

the problem of overfitting.
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Note that I trained the ANNSVM models individually. Each model used

independent parameters estimated by SVMs and ANNs parameter estimations. In

practice, I applied ANNs to my data. Then, I obtained a new dataset from ANNs

outputs, it will be an input for SVMs for classification.

3.3.2 Results

Figure 3.5: Results from CNNs and ANNSVM that used 1Dimg and 2Dimg:
(a) table statistically showing summarized results and (b) bar graph graphically

illustrating results from these experiments

Here, I checked the obtained results by myself. I compared the results of

CNN 1Dimg, CNN 2Dimg, ANNSVM 1Dimg, and ANNSVM 2Dimg to confirm the

validity of ANNSVM when applied to images. I compared my classification system

to CNNs because it is a powerful and popular image classifier. The 1Dimg repre-

sented the dataset of one-dimensional images, while 2Dimg represented the dataset

of two-dimensional images. Results are shown in Figure 3.5. The CNN 1Dimg and

CNN 2Dimg provided similar accuracies, approximately 0.33, which were close to the
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Figure 3.6: Results from ANNSVN that used WL and HT a) table statistically
showing summarized results and (b) bar graph graphically illustrating results from

these experiments

results of ANNSVM 1Dimg and ANNSVM 2Dimg with the linear kernel, i.e., ap-

proximately 0.35; however, the experiment of my proposed method (i.e., ANNSVM

with the RBF kernel) presented largely different results. In 1Dimg, the accuracy

increased to 0.79. Comparing this results to those of 2Dimg applied to my proposed

method, the accuracy was approximately 0.56. Thus, compared to two-dimensional

images, the one-dimensional images were a better candidate for graph-type classifi-

cation using ANNSVM with the RBF kernel.

To identify which features of data influentially impacted data separability, I

conducted experiments for ANNSVM with WL and HT (i.e., Figure 3.6). The WL

contained only wavelet coefficients, whereas HT included only results of the Hough

transformation. I found that, again, results obtained via the linear kernel were not

significant; however, using the RBF kernel, accuracy for WL was higher than that of

HT, indicating that wavelet coefficients provide influential features that make data

separable.
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Figure 3.7: Results from SVM, ANN, SVMANN, and ANNSVM that used
WLHT: (a) table statistically presenting summarized results, (b) bar graph graph-
ically illustrating results from SVM WLHT and ANN WLHT, and (c) bar graph

graphically showing results from SVMANN WLHT and ANNSVM WLHT
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I conducted SVMs, ANNs, SVMANN, and ANNSVM with WLHT constructed

from my preprocessing method. Results are shown in Figure 3.7.

The results of SVM WLHT showed accuracy for a RBF kernel as slightly

better than that of a linear kernel as indicated in Figure 3.7b. They were on average

0.85 for the linear kernel and 0.86 for the RBF kernel. As for the outcome from

ANN WLHT, it was moderately 0.83. Apparently, accuracy in SVM WLHT which

used the SVMs was slightly more appropriate.

In SVMANN WLHT, I found accuracies for WLHT were stably high, with

an average of 0.9, independent of wavelet families. The highest accuracy in SV-

MANN WLHT was 0.905 in the case of Symlet 2. As for ANNSVM WLHT, the

average accuracy was 0.87 for the RBF kernel (i.e., my proposed method) and 0.35

for the linear kernel. Though the average accuracy for my proposed method was

slightly lower than that of the SVMANN in SVMANN WLHT, the highest accuracy

among all experiments was 0.91 in the case of ANNSVM WLHT in which ANNSVM

was applied to data obtained by Coiflet 1 (i.e., Figure 3.7c).

3.4 Discussion

Reviewing my results for the CNNs applied to 1Dimg and 2Dimg, I obtained

only low accuracies for both datasets. This fact disagrees with other studies but

agrees with my assumption. This situation occurred for two reasons. First, my

target images were the graphs that contained different characteristics, even though

they belonged to the same class. It was difficult for the traditional classification

system (i.e., the CNNs here) to reliably classify these data. Second, after it was

converted to a one-dimensional image by my preprocessing method, it did not con-

tain any visual image features, only the frequency domain of images obtained via

DFT. Since CNNs filters commonly work to detect image edges, it is not suitable for

the CNNs to handle my data; however, after observing results of CNN 1Dimg and

CNN 2Dimg, I discovered that they provided similar accuracies, i.e., 0.33 and 0.34,

for 1Dimg and 2Dimg, respectively. Results of CNN 1Dimg and CNN 2Dimg sug-

gested that both one-dimensional and two-dimensional images contained the same
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information. During a convolution process, I possibly obtained the similar convolved

images to used in a CNNs classification. This is because the values of pixels in the

one-dimensional images roughly substitute for the location of objects in the two-

dimensional images. For example, if black pixels, which stand for a larger number of

counted pixels, are continuously concatenated in a portion of a one-dimensional im-

age, the DFT decomposes them as low frequencies. As results of ANNSVM 1Dimg

and ANNSVM 2Dimg showed, I obtained highly accurate results from my proposed

method, particularly with a RBF kernel. my datasets were not linearly separable,

thus a linear kernel did not work well. my proposed method offered substantially

better results when it was applied to 1Dimg, whose dimensionality was reduced but

the important information was preserved.

From the results of ANNSVM WL and ANNSVM HT, wavelet coefficients had

a larger impact on classification than the Hough transformation data, because the

results from my proposed method applied to WL were more accurate than those

of HT. The wavelet coefficients can capture the dominant characteristics from the

graphs better than the Hough transformation. The one-dimensional image repre-

sented in the frequency domain had oscillations with different amplitudes depending

on the graph types. For example, a dominant part of a pie chart should be in the

low-frequency domain, because there is a large island of concatenated pixels in a

one-dimensional image, and it has only a few changes. Conversely, since the scatter

plot contains many widely spread points, its dominant part should be located in the

high-frequency domain. Performing the wavelet transformation, if a mother wavelet

and a part of the wavelet function have a close match, the wavelet coefficient will

be large. Assuming that I use a suitable wavelet family with the example pie chart

case, the wavelet coefficients in the low-frequency domain should be large as com-

pared to other parts of the domain. These coefficients represented the location of

objects in the graph, including their frequencies. The Hough transformation cannot

detect the position of objects or frequencies, only the shape of objects. Considering

the problem of noise, the wavelet transformation can handle noise better than the

Hough transformation, because the Hough transformation is sensitive to noise if the

image has low quality.
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Using only the wavelet coefficients was inadequate for classification. For ex-

ample, for the pie chart, I obtained large wavelet coefficients located in the low-

frequency domain; however, if I changed a circle in the pie chart to other shapes,

such as a radar chart, the wavelet transformation gave results that were similar to

those of the original pie chart. The Hough transformation can solve this problem

since it detects the shapes of objects.

I therefore assembled these two features in order to make my data more sep-

arable.

Figure 3.8: Simulation of Coiflet 1 [73], analyzing as one-dimensional images

Comparing results from SVMs and ANNs applied to WLHT, the SVMs with

the RBF kernel clearly outperformed the ANNs. The difference here comes from the

fact that the ANNs can get stuck in local minima, while the SVMs is guaranteed to

find a global optimal value. Moreover, the results of each experiment were rather

similar. To confirm significant differences between them, I statistically analyzed the

results using ANOVA and the T-test. I primarily performed the ANOVA to check

the popularity equality, then tested via the T-test for each pair. Finally, I rejected

the null hypothesis in all cases, which showed that the results of SVM WLHT and

ANN WLHT certainly differed.
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Further, I interpreted results from SVMANN WLHT and ANNSVM WLHT,

which were the combination of a SVMs and an ANNs. In SVMANN WLHT, I

consistently received good accuracy values, but the highest accuracy was provided

by my proposed method. To analyze results from ANNSVM WLHT, I compared the

linear and RBF kernels. Results showed that the linear kernel was not appropriate

for my proposed method because my datasets are not linearly separable, whereas the

RBF kernel provided higher accuracy values. The RBF kernel generally outperforms

the linear kernel because the linear kernel is suitable if the number of features is larger

than the number of instances or a dataset is a very large-scale dataset; however, in

general, to obtain a good model, many instances should be employed for training. In

this study, WLHT contained 198 attributes and 917 instances, and the temporary

datasets produced by my proposed method contained four features and 917 instances.

Because of these, the linear kernel was not appropriate. Results of ANNSVM WLHT

suggested that the most suitable wavelet family was Coiflet 1 because the wavelet

functions resemble the distribution of frequency in the one-dimensional images, as

illustrated in Figure 3.8. Statistical analyses via ANOVA and the T-test showed

that there was no significant difference between the results of SVMANN WLHT

and ANNSVM WLHT with the RBF kernel. Therefore, based on this statistical

evidence, I do not need to be concerned about the order of these methods. In other

words, both ANNSVM and SVMANN can effectively classify graph images.

From the results of ANNSVM WLHT, shown in Figure 3.7a, the results of

Coiflet 5 and Haar were considerably lower than others in the same experiment,

whereas all accuracy values in SVMANN WLHT were consistently stable. Analyzing

these results, I found two possible reasons here. First, the ANNs, which is the

first stage of the ANNSVM, is not suitable to provide a temporary dataset that is

separable by the SVMs if I input data generated by these two wavelets. Second, the

unsuitable mother wavelets were generated from my datasets. The mother wavelet of

Coiflet 5 contained triple-high oscillation amplitude (i.e., Figure 3.9a). This mother

wavelet was inappropriate for my data because overall my data possibly contained

only a few matches with the mother wavelet of Coiflet 5. Moreover, the Symlet 10

(i.e., Figure 3.9b) and 20 (i.e., Figure 3.9c) also provided supportive results that

were lower than others in ANNSVM WLHT (i.e., Figure 3.7a) because their mother
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Figure 3.9: Illustration of three different wavelets [73] with three waves that have
high amplitude values, as indicated in the dashed red circles: (a) mother wavelet
of Coiflet 5, (b) mother wavelet of Symlet 10, and (c) mother wavelet of Symlet 20

wavelets also had a similar shape as that of Coiflet 5. For similar reasons, the Haar

wavelet was not proper because it is a step function.

After considering the unconventional results from Haar, Coiflet 5, Symlet 10,

and Symlet 20 as described above, I again examined the significant differences be-

tween SVMANN WLHT and ANNSVM WLHT after omitting these wavelet fam-

ilies from my experiments; I did so in order to verify their effects. I performed

the T-test on the results without the omitted wavelet families. Statistical results

showed that the results of SVMANN WLHT and ANNSVM WLHT are equal, even

if those wavelets are properly omitted; however, during the T-test, I observed that

the average true positive rate (TP) of my proposed method remarkably improved

to 0.90 which is greater than the mean of SVMANN WLHT, i.e., 0.89. From these

results, for graph-type classification, my proposed method is clearly more suitable
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because the highest accuracy and an acceptable average value were obtained, both

outperforming results of SVMANN WLHT.

Figure 3.10: Detailed accuracy separated by classes and a confusion matrix which
belongs to the dataset of Coiflet 1 applied by my main method (ANNSVM)

With regard to accuracy values of each class as presented in Figure 3.10, I

observed that the accuracy of the two-dimensional chart class was the lowest (i.e.,

0.875), while others were over 0.9. Results here suggested that both the bar and

pie classes have their own unique characteristics, as opposed to the 2Dchart class.

For example, the graph images that contained some rectangles were individually

categorized in the bar graph class. A similar phenomenon occurred for circles in

the pie chart class. In contrast, the 2Dchart class contained mixed types of graphs;

hence, the graph characteristics belonging to the 2Dchart class varied.

Our proposed method is a combination of the ANNs and the SVMs, thus called

the ANNSVM. I used the ANNs to construct a temporary dataset, then applied the

SVMs for graph-type classification. Results from my proposed method showed that

my approach outperformed the traditional methods because when I concurrently use

two effective algorithms the strengths of both are encouraged and the weaknesses

mitigated. For example, the ANNs suffered from a problem of local minima, but

the SVMs strategy solves this problem; hence, the results from my proposed method

guarantee the global optimization.

To regard possibilities of this system, I obtained some comments concerning

about a complexity of this system. Reducing some processes should be made this

system simpler. If I ignore results of Hough transformation and use only results
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of wavelet transformation because, based on the finding, the wavelet coefficients

identify the dominant characteristics better than Hough transformation, this should

increase the speed of the system and reduce its complexity. However, it is important

to maintain the system performance after omitting the Hough transformation pro-

cess. In my idea, I should clean irrelevant image features, e.g., image background,

from the images before the classification process in order to emit the graph character-

istics as much as possible. The algorithms, i.e., SVMs and ANNs require predefined

parameters; to advance the performance of the system, a system of parameter es-

timation should be assembled and automatically assigned to the system based on

input data. Currently, the number of hidden layers in ANNs had been fixed to five

layers. Basically, if data is certainly separable, the number of layers can be small.

Therefore, based on my finding, even if I increase the number of layers, the classifi-

cation results may be similar to the results from five-layers ANNs because my data

is separable because of a contribution of wavelet coefficients. Moreover, the ANNs

uses back propagation with an active function sigmoid to classify data. It is a non-

linear activation function great to deal with nonlinear data. Moreover, I conducted

a small test to prove my assumption regards to how the number of hidden layers

affects to the classification. The experiments used the same dataset and assigned

parameters but changed the number of layers. Figure 3.11 presents the experiment

results. It shows that even the number of layers is changed, the classification results

are similar. In particular, the 5-layer ANN provides the best performance compared

to others, as corresponding to the finding of this study. As observed in Figure 3.11,

the accuracy and recall values of each the number of hidden layers are same because

Weka uses the same formula to measure these values. For each class, an idea to

obtain the accuracy and recall are similar. For example, the recall for 2Dchart is

equaled to 197/(197+96+27), as same to its accuracy. The accuracy is a measure-

ment to identify a correctness of a model; thus, it should compute by using a correct

prediction divided by a total number of instances in an actual class. Therefore, for

the 2Dchart, it uses the same equation and obtains the same value. With this cause,

these two performance measurements use the same formula.

I used the results of wavelet coefficients for classification; actually, they possi-

bly apply to other algorithms, such as clustering. For example, I will use a clustering
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Figure 3.11: Results of the tests for checking an impact of the number of hidden
layers

algorithm to analyze the graphs belonging to the same group and identify correlated

characteristics; moreover, I may realize exceptional characteristics from outliers. Re-

garding CNNs, As described in the discussion above, it was unsuitable to cope the

graph images; however, it effectively classified the photo images. This supports my

idea that CNNs should be used to classify the graph types whose dominant charac-

teristics was color, such as pie charts, area chart, and 3-dimensional bar graph.
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3.5 Conclusions

In this paper, I proposed a new method of graph-type classification by intro-

ducing a new preprocessing step to establish novel representative datasets instead of

generic two-dimensional images and a novel classifier based on a combination of tra-

ditional algorithms. I conducted several experiments to verify my proposed method

and the constructed datasets. Moreover, I extended the scope of my experiments

to test data separability. To my knowledge, this is the first study to classify graph

images belonging to the same type with different characteristics. I investigated a

reliable solution that can be applied to real-world data. Moreover, most results

obtained from my experiments showed good agreement with my assumption.

As notes above, I conducted several experiments to evaluate my proposed

method. I applied the CNNs to two-dimensional graph images; however, I obtained

very low accuracy values from these CNNs experiments. Therefore, I state that

the CNNs were not a powerful algorithm for classifying graph types. To compare

my proposed method to the CNNs, I applied it to my constructed data, which

combines the wavelet coefficients and outputs from the Hough transformation. The

dataset consisted of three classes: bar, pie, and 2Dchart, with about 300 images per

class. From my experimental results, I obtained the highest accuracy values in my

experiments based on my proposed method, up to 0.91. Further, the most proper

wavelet family applied to my data was Coiflet 1. As shown in the SVMANN WLHT

and ANNSVM WLHT, the order of algorithms had not affected the results. It

denotes that, regardless of using ANNSVM or SVMANN, the results were acceptable.

Obviously, my proposed method has been successful in classifying graph images.

Moreover, the difficulty of different image characteristics has been overcome via

my approach. The findings of my study suggest that my proposed method greatly

contributes to graph-type classification.

In my future research, I will continuously develop my graph-type classification

methodology. I will extract significant information from the graphs, such as axis

titles and data point labels. The method for extracting such information will be dif-

ferent based on different graph types because of the dissimilarity of graph structures.
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Moreover, I will extend my study to be a semantical system using an ontology. The

extractable information will be an essential part of creating the ontology. I expect

that my future system will be able to extract explicit and implicit information that

represent intended relationships hidden in the graphs.
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Graph Components Extraction

and Identification

In the previous chapter, I introduced the method of graph-type classification

based on each graph types characteristics analyzed by wavelets and hough transfor-

mation. My focus of this dissertation was to extract useful information from graphs

and minimize the semantic gap. To archive my goal, I needed information establish-

ing at graph components, such as axis titles and legend. However, to acquire them,

it is difficult to specific a position of each component, particularly legend, because

their locations depend on authors and presenting data.

In this chapter, I describe an effective method to identify and extract the graph

components using data mining technique, called Density-based spatial clustering of

applications with noise (DBSCAN). It is effective for image clustering because it

clusters neighbor objects that are located within a radius of an Epsilon parameter.

However, identifying this parameter correctly requires expert knowledge. I propose

methods to estimate Epsilon values sufficiently based on the density of each area

wherein objects are located in order to extract graph components, such as axis

descriptions (e.g., X- and Y-axis titles) and legends. The main objectives are to

estimate ε with sufficient accuracy to obtain good clusters of graph images and

extract the graph components (i.e., X-title, Y-title, and legend).
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I will begin by explaining a background of the study and then move to seeing

how the method works. I conducted several experiments to evaluate results to prove

a validation of the method. Findings will be discussed in a discussion section in this

chapter. Finally, I present a conclusion.

4.1 Background

A graph can represent data visually in many different ways, e.g., bar and line

graphs, and pie charts. In this study, I focus on bar graphs because they are rela-

tively easy to interpret. Typically, the legend and axes descriptions provide helpful

information, such as measurement units that clarify the relationships represented by

the graph. Extracting such graph components should contribute to an intelligent

system that can interpret latent information in a graph. However, such components,

particularly legends, are positioned in various locations, and important graph char-

acteristics are contours and texts. Clearly, to extract graph components is difficult

for traditional methods such as spectral clustering.

DBSCAN is a simple data clustering algorithm that is robust against noise [91].

DBSCAN is most suitable for the extraction of graph components. The DBSCAN

algorithm requires two predefined parameters, i.e., Epsilon (ε), which specifies how

close together the points must be to be considered part of a cluster, and MinPts, the

minimum number of points required to form a dense region, i.e., within the ε dis-

tance. In addition to data inputs and clustering procedures, quality of result strongly

depends on the values of the parameters. Therefore, determining suitable parame-

ters is time-consuming, because several tests are required to manually examine the

most suitable parameter. Moreover, only experts with prior in-depth knowledge

about the given dataset can estimate parameter values correctly. To mitigate this

difficulty, parameter estimation methods have been proposed [28], [53].
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4.2 Methodology

I propose an effective method to extract graph components using DBSCAN

algorithm with automatic ε estimation. The dataset used in this study is a collection

of two-dimensional bar graphs that include X- and Y-titles and optionally a legend.

DBSCAN is used because the input images contain many data points intensively

packed together in some areas. DBSCAN is a very proficient algorithm when dealing

with high-density images.

The proposed method is separated into two parts, i.e., axis description extrac-

tion and legend extraction. Note that parameter estimation is included in the legend

extraction component.

4.2.1 Axis description extraction

Axis description extraction is based on the actual location of the axis descrip-

tions. Typically, the X-title is positioned at the bottom of the X-axis. Similarly, the

Y-title is typically positioned near the Y-axis, usually on the left side of the graph.

To obtain the X-axis description, the graph images were partitioned downward and

selected the last partition. For the Y-axis description, the graph was also partitioned

from left to right and selected the first partition.

However, the initial results obtained from the above process can include ir-

relevant objects, such as a part of a bar and some numeric values, as illustrated in

Figure 4.1a. To address this problem, a pixel projection method should be integrated

into my system to eliminate irrelevant parts from prior results (Figure 4.1b). For

the X-title, after performing pixel projection in the horizontal direction, positions of

peaks were identified. The height of the peaks denotes how many points exist along

the horizontal direction. The first peak was neglected; while the rest were retained

because the first peak often represents an internal part of a bar. The approach

was similar for the Y-title; however, the first peak was retained, and the rest were

discarded. Finally, cleaned X- and Y-titles had been acquired.
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Figure 4.1: Process to extract X- and Y-titles from graph images based on their
location: (a) image partitioning process; (b) pixel projection
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4.2.2 Legend extraction

Figure 4.2: Overall legend extraction procedures

A legend is a component of a graph that presents data labels. Generally, the

legend optional, and its position is unfixed; thus, a method to extract a legend is

more complex than axis description extraction. Figure 4.2 shows a procedure of

legend extraction that presents results of each step. I divided this part into five

steps: data preprocessing, data transformation, clustering, DFT, and classification.

It is very important to preprocess my data because it helps to improve data quality.

This process is based on the fact that the legend is typically located at the top-right

of the graph rather than the bottom-left. Axis titles were removed because irrelevant

parts should be eliminated as many as possible. Moreover, I divided the graph into

four quarters: Q1 (top-right), Q2 (top-left), Q3 (bottom-right), and Q4 (bottom-

left). After considering the generality of legend position, the Q4 was omitted because

the legends are never displayed in this area. Finally, new inputs were obtained for

my system. Figure 4.2a illustrates the data-preprocessing step.
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The second step is data transformation. After the new input images were

obtained, it is difficult for existing systems to process them directly. The images

were transformed to a reasonable data format, such as numeric data. However, since

the resolutions of the input images are quite high, they were rescaled to smaller sizes

using average subsampling, which is a well-known technique that takes the average

of a box of pixels. I employed this technique because it is fast and simple. Moreover,

the rescaled results also retain the required information. Then they are transformed

into numeric datasets. An instance of the dataset is represented by XY-coordinates

where data points are located in the given graph. Eventually, numeric datasets for

each graph are acquired. Figure 4.2b shows the procedures of this step.

In the clustering step, DBSCAN was applied to the numeric datasets to cluster

the data based on their densities, and I cropped the graph corresponding to the

clustering results, as shown in Figure 4.2c. Commonly, DBSCAN always requires

two parameters, i.e., ε and MinPts. The value of MinPts is a constant, and ε of

the corresponding datasets should be assigned automatically. I designed the method

for ε estimation based on the empirical fact that, in order to separate objects using

DBSCAN clustering, the shortest distance should be found that keep them separated.

The target of this study is to detect the specific area containing the legend and

extract it from the graph. As mentioned previously, it is usually located at the

top-right side of the graph. I introduce my idea with five minor steps systematically.

Figure 4.3: Epsilon estimation to analyze the densities of each quarter to obtain
the smallest distance to be valued as Epsilon
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First, a squared window with odd number rows and columns is defined that

is used to identify the densities of each shifting area of each quarter. Second, after

obtaining the densities, the system must find the highest density of each quarter.

However, it is possible to obtain many areas that equally contain the highest density

in each quarter. In this case, the density calculation is repeated by using a larger

window applied to the resulting areas to determine the new highest density. This

operation is continued until the last final area can be defined. Third, when the

highest density area of each quarter is obtained, the center of the window is set

as the center of the selected area. Then, the furthest point in the same area is

investigated, which is measured by the Euclidean distance between the center and

other data points of the area to be a representative of the area in each quarter.

Fourth, the Euclidean distance among the obtained representatives is computed.

Figure 4.3 shows the distance measurement for each quarter. Finally, the shortest

distance should be selected, including obtaining ε by dividing this distance by the

image width. However, there is an exception by which the system cannot obtain any

density value in some quarters. This problem had been solved by defining a default

value for ε. If only a single cluster using the default ε is retrieved, the value should

steadily decrease until acquiring at least two clusters.

After completing clustering, the part of graph image corresponding to the

clustering result is cropped. Note that I use the rescaling method. Thus, when the

resolutions to the original size are returned for cropping, the scale may be different

than the original image. To address this problem, a margin is assigned by a constant

value to expand the leftmost and rightmost clusters.

The fourth step is the DFT process. After the previous step, several cropped

images are obtained, including both relevant and irrelevant results. To accomplish

my objectives, a relevant part comprising the legend is identified. To support a

classification process, I apply two-dimensional-DFT (2D-DFT) to the cropped im-

ages to reduce image features in order to expose some dominant characteristics in

the frequency domain (Figure 4.2d). With DFT, the image is transformed to its

frequency domain. I observed that the characteristics of each quarter of the DFT
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image can contain similar information; thus, in order to classify the legend, only a

single quarter is selected to be an input for classification, as is shown in Figure 4.2d.

Figure 4.4: Examples of DFT results that present the difference between an
image (a) with and (b) without a legend

Figure 4.5: Data transformation from a 2D-DFT image to a single-row numeric
dataset used for classification

According to analyzing the frequency of my data, the dominant characteristics

obviously showed in both 1D- and 2D-DFT. Figure 4.4 shows the different charac-

teristics of DFT images based on the presence of a legend. Using 1D-DFT was

inadequate for my purpose because it transformed the image into frequency only
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along the horizontal direction that does not cover important characteristics present-

ing in the vertical direction. To address this problem, I applied 2D-DFT to my input

data because the image is analyzed in both the horizontal and vertical directions.

By analyzing the horizontal direction of 1D-DFT (Figure 4.4a), it can be seen that

some white bands appear horizontally. These white bands represent the frequency of

text. Note that most values are located in the middle- and high-frequency domains.

In contrast, after observing the vertical direction, there are some changes from black

to white. With the high-frequency 1D-DFT result, such changes do not occur fre-

quently, whereas the changes in the middle-frequency domain frequently. Thus, I

realized that, in 2D-DFT, the dominant characteristics should be located around the

middle- to high-frequency domains. With the case shown in Figure 4.4b, significant

characteristics were also located in the middle- or high-frequency domains; however,

the frequency patterns obviously differ. Thus, it is possible for classifying both cases

separately. In my opinion, the low-frequency domain may be unnecessary for classi-

fication, particularly for classification of a legend. To obtain better results, this part

may be omitted by setting a threshold in order to discard it from the DFT images.

The last step is classification (Figure 4.2e). The results from the previous

step are converted to numeric data in order to perform classification. However, the

dimensionality of my data was large, which affected classification performance sig-

nificantly. Data that is too large greatly reduces performance. A simple solution is

to use a dimensionality reduction technique before processing the data for classifi-

cation. Here, I use principal component analysis (PCA) to emphasize the variation

of each dimension and identify dominant patterns in a dataset. I analyzed the sig-

nificant characteristics of the DFT images and realized that, at the middle and high

2D-DFT frequency domains, the variations were significant because there were many

frequency changes. To obtain appropriate characteristics, I must retain features are

retained that contain high-frequency variation. Clearly, PCA can properly address

this problem because it ranks variations and selects the top features. To perform this

properly, the number of desired dimensions should be specified, and a new numeric

dataset with much lower features is obtained. Then, I apply SVMs to the dataset

using a RBF kernel to classify the images with a legend. A SVMs is a powerful tech-

nique that can handle data whose characteristics are separable by a hyperplane. My
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dataset contained high dimensionality and was numeric data. Moreover, as shown

in Figure 4.4, the characteristics of my input data with and without a legend are

clearly distinguishable. Thus, the SVMs is a good candidate for my classification.

Regarding the kernel used in this study, after analyzing the characteristics of my

data, I realized that a linear kernel was inappropriate because my data cannot be

separated by a linear hyperplane. As mentioned previously, the dominant charac-

teristics of my data are located in the middle or high-frequency domains. When the

DFT images are transformed to a numeric dataset, those characteristic features were

scattered along a single dataset record, as illustrated in Figure 4.5. According to

the distribution of frequencies, it is difficult to use a linear hyperplane to separate

the middle or high-frequency domains from the low-frequency domain. Based on my

numeric dataset, I use a nonlinear kernel, e.g., the RBF kernel. I observed that the

middle or high frequency of each image is often located at nearby features; therefore,

the RBF kernel can be used to split such features using a hyperplane.

4.3 Experiments and results

A following experiment would be prove a validity of the system. I conducted

an experiment to evaluate whether the proposed method can automatically intro-

duce suitable ε values to DBSCAN for effective clustering. I compared the proposed

method with automatic parameter estimation (METHOD 1) to a method with a

default ε value of 0.6 (METHOD 2). I selected a fixed Epsilon value of 0.6 because,

after conducting several tests, this was the most suitable fixed Epsilon values to

cluster data that could separate data. After conducting the experiment, I checked

the evaluation results by myself. The number of graph images used in this experi-

ment was 100 images with 54 images contained a legend.The rest of graph images

(46 images) did not contain a legend; since, for high accuracy, my method should

recognize them as no legend existed correctly. A type of data was only bar graph

collected from academic literatures. Specifically, for this experiment, the data source

was PubMed. Also, the data applicable to the system was only graph images whose

types were bar graph and 2Dchart. However, I used only a type of the bar graph for

this experiment.
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Table 4.1: Evaluation results of classification for METHOD 1

Method Accuracy Precision ”Yes” Recall ”Yes” F-measure ”Yes”

METHOD1 93% 79% 82% 81%

Accuracy, precision, recall, and F-measure are discussed in this section. Accu-

racy is a statistical measurement of how well a classification test precisely identifies

corrected instances. A higher accuracy rate means that the predicted values are

very similar to the given values. Precision statistically presents the measurement

of how many outputs are classified as positives. The recall is another statistical

measurement of how well the outputs cover the positives. F-measure is an averaged

combination of precision and recall.

For the axis description extraction, I extracted the X- and Y-titles from the

input images and manually evaluated the extraction results and verified the number

of obtainable and the number of relevant axis-titles. Figure 4.6 shows the accuracy,

precision, recall, and F-measure results. Obviously, the proposed method effectively

extracted the axis titles. However, after considering relevant results, the precision

of both titles was reduced slightly compared to the accuracy rates because some

images contained unnecessary parts (such as part of a bar). Meanwhile, the recall

rates were remarkable.

For legend extraction, I analyzed both legend identification and classification.

Legend identification identifies and extracts the legend from the graph. Here, leg-

end classification indicates how well the outputs are classified as a legend. After

checking manually, the results of METHOD 1 indicated that this method gave cor-

rect clusters that can be used to properly detect the legend (identification rate of

93%). METHOD 2 gave some unsatisfactory results and a low identification rate,

i.e., approximately 31%. I evaluated legend classification using a 50% split of the

dataset, i.e., one-half was used to create a model and the other half was used to test

the model. Typically, an SVMs with an RBF kernel requires two parameters, i.e.,

cost and margin (γ). To define optimal SVMs parameters, I utilized a grid search

[74]. I used ten fold cross-validation to validate the classification procedure. For my

dataset, I defined the cost and γ as 2 and 0.00049, respectively. The accuracy rate
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Figure 4.6: Performance rates of axis description extraction

of METHOD 1 was 93%, and the accuracy rate of METHOD 2 was 83%. Clearly,

METHOD 1 provided much higher accuracy than METHOD 2.

Table 4.1 shows the results of METHOD 1. Note that the class label Yes

represents correctly classified images containing a legend.

4.4 Discussion

I have focused on developing a method to extract graph components and have

introduced an effective method to automatically identify ε values for DBSCAN.

This study contributes to my earlier research [4] in an effective manner. In an

experiment, I tested the performance of the proposed method by observing the

number of axis descriptions and legends that were extracted correctly. Moreover,

automatic ε estimation was evaluated by comparing another method using a default

ε value of 0.6.
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The accuracy, precision, and recall of my results for axis description extraction

were greater than 90%, as shown in Figure 4.6, because the extraction process for the

axis description is based on the nature of a graph’s structure. The X-title is always

located at the bottom of graphs, whereas the Y-title is at the left side. Therefore,

my idea is effective to achieve my objective. However, the accuracy rate of Y-title

extraction decreased trivially compared to X-title extraction because image noise

led my system to misunderstand to select a wrong position to cut a peak. Thus, the

error results (e.g., incomplete titles) were presented occasionally. The precision rates

were insignificantly lower than the accuracy rates because I found some results that

still contained unnecessary parts, even if I had already cleaned them. Such errors

were caused by image noise. Note that the relevant result represents the extracted

title containing only text, not included the irrelevant parts.

METHOD 1 provided a very high identification rate (93%) compared to METHOD

2. The identification rate of METHOD 2 was low (31%) because most outputs were

original images that contained many irrelevant parts. My target is only the part

of the image with a legend. The clustering of METHOD 2 could not provide good

results. However, METHOD 1 is suitable for extraction of a legend from a graph.

Regarding legend classification accuracy, METHOD 1 provided very high ac-

curacy compared to METHOD 2 because the proposed method (i.e., METHOD 1)

introduced suitable ε parameters for clustering relative to the input data (METHOD

2 used a default ε value). However, the recall of class Yes was slightly low because

some graphs with a legend were misclassified. After observing that the obtained

results caused these errors, I found that the images contained the legend including

irrelevant parts. Thus, when using 2D-DFT, most dominant characteristics came

from unrelated areas rather than the legend, which negatively affected classification

performance.

Regarding possibilities of this study, this system should be improved if an

amount of processed data is reduced. Subsampling is one of an idea to decrease

a size of data efficiently. During the clustering process, I realize that the inputted

image should be cleaned and removed noise and irrelevant parts beforehand due

to avoid clustering errors. Basically, the legend is an optional component; thus, it

65



Chapter 4. Graph Components Extraction and Identification

does not always contain in the graphs. In this case, an existence of legend should

be confirmed in advance by analyzing descriptive information of the graphs. This

helps to decide the graphs containing whether legend or not. To regard another

parameter named MinPts, it is another parameter defined by users. If this parame-

ter is assigned with a suitable value corresponding to the inputted data, DBSCAN

may offer better clustering results. Additionally, I reviewed literature about DB-

SCAN, I acknowledged another algorithm, named Ordering points to identify the

clustering structure (OPTICS) It is developed based on the basic idea of DBSCAN

and addresses a problem of detecting meaningful clusters in data of varying density.

However, it requires two parameters, i.e., Epsilon and MinPts, as similar to DB-

SCAN. Assuming that I use OPTICS instead of DBSCAN in this study, the results

may be nearly indistinguishable because the suitable Epsilon is used for clustering

even either algorithms is applied. This system is used for general purpose; hence, it

is possible to freely apply different kinds of data to this system.

4.5 Conclusions

I have proposed a graph component extraction method that uses DBSCAN,

2D-DFT, and an SVMs. I have also introduced automatic ε estimation to obtain a

suitable parameter value for each input image. I conducted an experiment to evaluate

the performance of the proposed method by comparing it to another method that

used a default ε value. I have investigated an effective idea that can be applied to

my previously proposed method [51].

The accuracy, precision, and recall rates of the proposed axis description ex-

traction were greater than 90%. I measured accuracy by checking the number of

correct and complete components obtained by my system. However, due to the

presence of irrelevant parts, the precision rates were slightly reduced comparing to

other rates. For legend extraction, I have discussed the quality of the proposed

method using suitable ε. Typically, this has been a problem in many previous stud-

ies that cannot identify the true ε relative to their data. As a result, I conclude that

the proposed method can provide reasonable performance comparing to METHOD
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2. The accuracy rate of the proposed method was up to 93%, and the precision rates

were greater than 80%.

Based on the future of this study, the concept of this method can be applied

to other applications. For example, a developer creates a software for measuring

population density based on a top-view picture. This method can provide suitable

clusters to group residents and estimate the value. Moreover, in the future direction,

this method will be possibly improved somehow to deal with image data included

background. It is effective to capture the data which stick together, but it may be

difficult to use it directly to image data with the background, because the method

itself cannot identify which is an object or background.
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Chapter 5

Graph-based Optical Character

Recognition-error Correction

The previous chapter introduced the method to identify and extract graph

components, such as axis titles and legend. I acknowledged that significant informa-

tion clearly resided at the components; therefore, I needed to realize it by using a tool

that can recognize text characters. A typical tool used to transform image-based

characters to computer editable characters is OCR. Unfortunately, OCR cannot

guarantee perfect results, because it is sensitive to noise and input quality. This

becomes a serious problem because misrecognition provides misunderstanding infor-

mation to readers and causes misleading communication.

In this chapter, I present a novel method for OCR-error correction based on

bar graphs using semantics, such as ontologies and dependency parsing. Moreover,

the graph component extraction has been used to omit irrelevant parts from graph

components. It is applied to clean and prepare input data for this OCR-error cor-

rection. The objectives of this study are to extract significant information from the

graph using OCR and to correct OCR errors using semantics.

First of all, I will describe background and problem of this study, including

some existing researches relating to this topic. I then explain the methodology that
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I used in this study. Moreover, experiments and results will be presented, findings

will be discussed in the discussion section. Finally, I will summarize the study in a

conclusion.

5.1 Background

Nowadays, with the advent of digital optical scanners, a digital document has

been required on account of ease of use and search. Over several years, a great

effort has been devoted to the study of image-based information extraction. Im-

ages, especially graph images, typically contain much expedient information. For

example, authors usually use graphs to present their experimental results, including

measurement data for clear explanations. Graphs graphically provide data sum-

marization presenting essential information that is simply interpreted by acquiring

small descriptive details. Thus, an automatic system extractable latent informa-

tion from the graphs provides many contributions to society for disclosing explicit

and implicit knowledge. To obtain a primary interpretation, initial graph compo-

nents analyzed are axis descriptions (i.e., X- and Y-titles) and a legend. OCR is an

approving solution used for acquiring them as a digital format of character letters.

OCR is extensively used in several applications, such as medical article cita-

tion database MEDLINE [60] and text extraction from image and video frames [21].

In regard to academics, countless documents have been converted from paper-based

to digitized information using OCR. However, OCR cannot guarantee accurate out-

puts. Generally, a quality of OCR outputs is fairly decreased, if OCR inputs have

various defects, e.g., poor printing quality, small image resolution, specific language

requirement, and image noises. These are main causes of misrecognition that pro-

duce OCR errors. For example, a word ”BED may be incorrectly recognized as

”8ED. Regarding the OCR errors, there have been two types of word errors that

may be found in my study, non-word and real-word errors [84]. A non-word error

occurs when OCR recognizes a source-text as a string that invalidly corresponds to

any vocabulary item in the dictionary. A real-word error occurs when OCR applies

to the source-text and provides incorrect output strings which coincidently match to
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an item in the dictionary. For example, if OCR renders the source-text ”Today is hot

as ”Toolav is not, then ”Toolav is a non-word error, and ”not is a real-word error.

To mitigate these errors, there has been a great deal of study focusing on address-

ing them and proposing methods based on practical techniques, such as semantic

utilization [46] and statistical similarity measurement [69]. To my knowledge, using

the semantics is a reliable solution to alleviate the OCR errors, because it analyzes

not only the words themselves but also the context of corresponding sentences. my

OCR-error correction method utilizes a concept of semantics, including ontologies

and natural language processing (NLP) to identify and correct the errors.

However, OCR is unsuitable to directly apply to graph images, because there

are irrelevant parts in the graphs, which do not necessitate for the primary interpre-

tation, such as parts of bars and some numeric data. They may cause recognition

noise (e.g., special characters and number); hence, they should be eliminated in ad-

vance by my graph component extraction for improving a quality of OCR results

[38, 54].

The input of this method is a collection of bar graphs which contains at least

axis descriptions (i.e., X- and Y-titles), and optionally, a legend. I here highlight

only the bar graphs because its characteristics are dominant and easy to comprehend

by both human and machine. Moreover, I gather related contents of documents for

creating my ontology, such as image captions and cited paragraphs.

5.2 Methodology

I here propose a novel method which is a combination of a graph component

extraction and an OCR-error correction. I also used the method for graph component

extraction, which aims to extract and omit irrelevant parts from graph components,

presented in the previous chapter. I focus on only three basic components, i.e., an

X-title, a Y-title, and a legend as presented in Figure 5.1; thus other parts of graphs

are assigned as irrelevant parts that should be omitted beforehand to reduce noise

by the graph component extraction. To improve the OCR results, I also present the

method of OCR-error correction in this study which is a post-processing system to
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Figure 5.1: Illustration of graph components

analyze the results and correct errors based on ontologies, NLP, and edit distance. I

designed and created my ontology supporting dependency parsing of English context,

including word categories queried from DBpedia.

5.2.1 Data collection

The dataset used in this study is a collection of two-dimensional bar graphs

from journal articles. A bar graph is a chart that represents data grouped in cate-

gories by bars with lengths proportional to their corresponding values. Typically, a

bar graph in my study has two axes, X and Y. For the Y-axis, the bar graph presents

an axis title as a sentence, a noun phrase, or a single word. In contrast, the X-axis

contains several words representing categories, for example, names of medicines or

periods of time. In addition, a legend identifies a label for each bar. Extracting

characters from the legend is a challenging task, because its position is changeable,

depending on the graph space and the author.
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5.2.2 OCR-error correction

On the subject of OCR-error correction, ontologies has been utilized to solve

OCR problems. Moreover, an edit distance and NLP are integrated to my correction

system, because of an usefulness of sentences context to predict unknown or mis-

spelling vocabulary items based on a word suggestion from the edit distance. My

ontology is created to support results of parsed sentences, i.e., part of speech (POS)

tags and sentence dependencies, as well as Named-entity recognition (NER) queried

from DBpedia. I divide procedures into three steps.

5.2.2.1 Candidate selection

Figure 5.2: Steps of candidate selection

The input is the cleaned graph components acquired from the method in the

previous chapter. I apply OCR to them and obtain OCR results. I utilize the edit

distance technique to measure word distances and rank them in ascending score.

Then, the top five words were selected as candidates to be used to replace incor-

rect OCR results (Figure 5.2). Only five words were collected because this quantity

is reasonable for utilization and resource management. For example, a graph im-

age contains a word ”well at its X-title that is incorrectly rendered as ”woll. my

system can select top five candidates ordered by ascending distance scores as fol-

lows: welt, will, wall, well, and with. Obviously, if the number of candidates is too

small (e.g., one or three), I definitely miss a correct word ”well, which also appears
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on the list. Moreover, a high quantity of candidates causes unnecessary processes.

Their distances are calculated between tokens from OCR results and the other from

corresponding caption or paragraphs. Note that the distance inversely varies to a

similarity. A higher distance represents a smaller similarity and vice versa. The

selected top five candidates for each OCR token are stored into the list of candidates

in ascending order of distance scores. Finally, I acquire the OCR results, including

their lists of candidates.

5.2.2.2 Ontology design and creation

Figure 5.3: Demonstration of my ontology structure describing entities, proper-
ties, and relations

To fully support my OCR-error correction, my own ontology should be cre-

ated based on the design, illustrated in Figure 5.3, which includes four entities

(i.e., Word, TagCategory, PartOfSpeech, and PartTypeCategory classes) and sev-

eral object properties (e.g., belong to, has type, and depend on). The Word entity

represents every individual token from captions and cited paragraphs of the images

used in this study. The TagCategory gathers category names or NER attached to

each token, such as person name, location, and animal, by querying DBpedia via its
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SPARQL endpoint. Furthermore, I use Stanford Named Entity Recognizer (Stanford

NER) to identify the category of the tokens organized into seven categories, i.e., Lo-

cation, Person, Organization, Money, Percent, Date, and Time. The PartOfSpeech

collects POS tagging of each token. For this entity, the total number of individuals is

fixed at 36 instances, whose names are from Penn treebank nodes, such as CC, VB,

and NNP. The PartTypeCategory represents groups of POS taggings. For example,

a singular proper noun indicates NNP belonging to the Noun group. Regarding

properties in my ontology, I design several properties, which states relations among

entities. The same as represents the relations of at least two synonymous tokens

that are stored in the Word entity. For example, Japan and Nihon are synonyms

that refer to the same concept. my ontology covers the synonyms expressing the

same concept. Moreover, the depend on property is a crucial property because it

presents dependency relationships between paired tokens parsed from sentences in

the captions and the paragraphs. The number of sub-properties of depend on rela-

tions is fixed at 67 properties representing typed dependencies, such as conj, dep,

and nsubj. To prepare individuals for my ontology, entire sentences included in

the captions and paragraphs are tokenized into tokens. Afterward, I utilize a de-

pendency parser (Stanford parser) to analyze the sentences in order to obtain their

dependencies, POS tags, and NER classes. As mentioned above, NER classes are

obtained by the parser and the SPARQL query processed in DBpedia. All prepared

data are gathered as instances of my ontology.

5.2.2.3 Error correction

The main purpose of this step is to correct the OCR errors using the ontology

and the lists of candidates from the previous steps. The basic idea is that the

tokens from graph components should appear in corresponding captions or cited

paragraphs because authors generally explain information based on the graphs in

their documents.

Initially, a dependency dictionary is created, called DepDic that records the

chain dependencies of the tokens. This dictionary is created, if at least one OCR

token identically matches to the first candidate in its own list, and the token is used
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Figure 5.4: Example of grammar dependency parsing, including POS tags and
typed dependencies, and NER classes of each token

as a head of dependency chains. As an example shown in Figure 5.4, I obtain a word

Information from the graphs legend. Suppose that it can be found in its caption, and

OCR provides a correct recognition. A parser provides results as typed dependencies

based on a caption, including POS tags and NER. I acquire a dependency chain of

Information that includes Sources, of, used, Physicians, Pakistani, and by. This chain

is recorded into DepDic.

To cover all possible situations for correcting OCR errors, I divided my pro-

posed method into four major conditions, as presented in Figure 5.5.

For the first condition, I focus on eliminating recognition noises from my in-

puts, such as special characters and numbers. This condition is used to filter unused

characters. Numeric characters are represented as recognition noises because the

main targets in this study are the axis descriptions and the legend, which generally

describe in alphabet rather than numeric characters. Moreover, escape characters

(e.g., /, ¡, and *) should be ignored because they are reserved characters of SPARQL.

The second condition is whether the OCR result finds an exact match in its

own list. my system examines the similarity between the OCR result and the first

word of its list whose distance is minimal. Typically, the paired words are identical,

if the distance score is equal to zero. If this condition is satisfied, a replacement is
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Figure 5.5: Demonstration of OCR-error correction covering possible conditions
to filter and correct errors

unnecessary due to the accurate OCR result obtained. Afterward, it is collected in

a mapping list, called NewWordMap, used to store the OCR results and their new

replacements.

The third condition is whether OCR provides a correct recognition that matches

nothing in its own list. As aforementioned, my basic idea is that the descriptions of

graph components should correspondingly appear in either caption or paragraphs.

Unfortunately, the descriptions possibly appear nowhere in the document. Under

this situation, I obtain the list of candidates with high distances, which has a low

chance to find a match from the list. This condition handles the problem of missing

matching tokens by analyzing three minor conditions.

Condition 3a is whether the first candidate of the list has been found in De-

pDic. Clearly, the first candidate of the list contains the highest chance of matching

because of the lowest distance score provided. Moreover, if the candidate is discov-

ered in DepDic, its chance to be selected as a new replacement should be increased.

Therefore, if this minor condition is satisfied, my proposed method suggests the first

candidate of the list as a new replacement, because not only the smallest distance

score is provided, but it also appears in the same chain of dependency. Condition 3b
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is processed to check whether the OCR result is actually existed by querying Word-

Net. Condition 3c has a procedure similar to Condition 3b, but it differs in using

DBpedia instead of WordNet. If these two minor conditions are satisfied, I receive

no null values returned from their SPARQL endpoints, and the new replacement is

not needed. Regards an order of Condition 3, I normally apply these conditions fol-

lowing by this order, Condition 3a, 3b, and 3c respectively. However, if the distance

score is over than a threshold, the order of the condition is switched to the following

order, i.e., 3b, 3c, and 3a.

The conditions were reordered because I need to prevent errors resulting from

the length of OCR result that is lower than a threshold, especially for two or three

characters. The short-length words generally represent as prepositions (e.g., in,

on, or at), conjunctions (e.g., so or as) and abbreviations (e.g., POS and NLP).

Every sentence regularly includes at least one preposition or conjunction, since the

short-length words are ordinarily stored in DepDic. Based on this explanation, they

may be assigned as an incorrect replacement accidentally. For example, I obtain

a word is from OCR, and the first candidate of its list is on already recorded in

DepDic. A distance score of them is only two, but their appearances are totally

different. Following the original order, the word is is wrongly assigned by the word

on as a new replacement. In order to reduce a chance to encounter this situation,

a rearrangement of condition orders has been suggested. According to the new

condition order, I obtain a correct replacement as the word is itself, because it has

been found in WordNet.

The last condition is Condition 4 separately processed based on types of com-

ponents. Initially, my system checks on the NewWordMap list. If the list is not null,

Condition 4a and 4b are processed. Otherwise, Condition 4c is operated. A basic

idea of this condition is that X-title and legend should be described by a correspond-

ing category. For example, a financial bar graph contains an X-title, a Y-title, and a

legend. The X-title describes product names, which are in the same category (e.g.,

apple, orange, or banana).

The NewWordMap is available if there is at least one word stored. Condition

4a is whether the POS and NER of the first candidate of the list corresponded to
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both of a value stored in NewWordMap. To satisfy this condition, I check the POS

tag and NER of the first candidate of the list and the POS tag and NER of the

word stored in the NewWordMap. If their POS and NER are consistent, a new

replacement is acquired. Condition 4b is similar to Condition 4a. If either POS tag

or NER has been matched, the first candidate of the list is flexibly accepted as the

new replacement. Condition 4c is operated if the NewWordMap is unavailable or

null. I cannot find any comparison from the list; thus, I introduce another solution

that utilizes only the list of candidates. This condition is whether any candidate of

the list contains the minimum score which sums up from both the edit distance score

and a POS tagging score. Regards the POS tagging score, a score to each POS tag

is assigned depended on the priorities of word replacement selection based on my

experience. The tagging scores are assigned as following: noun (score = 0), adjective

(score = 1), verb (score = 2), article (score = 3), adverb (score = 4), preposition

(score = 5), conjunction (score = 6), interjection (score = 7), others (score = 8) and

number (score = 9). Noun provides the highest chance to appear at the X-title or

the legend; since its score should be minimum. I select the replacement assigned by

the smallest score, which basically comes from a summation of the smallest distance

score and Noun tagging score.

Y-title is described as a sentence or a noun phrase that is different from the

X-title or the legend. Tokens from Y-title connect to other tokens by their dependen-

cies; therefore using DepDic should be an appropriate option for selecting the most

similar word in the list as a new replacement. Condition 4d is whether any word in

the list appeared in DepDic. Every candidate in the list is iteratively explored in

the list of DepDic until a match is retrieved and is selected as the replacement.

Otherwise, if I cannot obtain any new replacement from the above conditions,

the OCR tokens are used as their own replacements.

5.3 Experiments and results

The experiments supported a feasibility of the method. I conducted experi-

ments to evaluate my proposed method. I divided them into four tests as presented
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in Table 5.1. To evaluate the graph component extraction, I compared results ob-

tained from a tradition method and the graph component extraction. The tradi-

tional method, namely image partition method, extracted the X- and Y-titles by

image partitioning similar to my proposed method, but an idea to extract the leg-

end was different. It extracted the legend by cropping all possible areas where

located the legend, such as the top and right side of the image, including irrele-

vant or relevant parts. A comparison between Experiment 1 and 2 revealed the

significant experimental results expressing the performance of the different graph

component extraction methods. To evaluate my OCR-error correction, I observed

the results from Experiment 1 and 3 to compare the performance between the edit

distance technique and my OCR-error correction. I used the edit distance to com-

pare with my system because it reflects the ordering of tokens in the string; and

allows non-trivial alignment. These properties make edit distance a good measure

in many application domains, e.g., to capture typos for text documents. After OCR

processed to the graph components, for the image partition, I approximately obtain

1900 tokens from 100 bar graphs collected from academic literatures, as same to the

dataset used in the previous chapter. For my graph component extraction, there

were around 1580 tokens. Also, the data applicable to the system was only graph

images whose types were bar graph and 2Dchart. The performance of my study

was represented in Experiment 4, which was a combination of the graph component

extraction and the OCR-error correction.

Several performance rates (i.e., accuracy, precision, recall, and F-measure)

were evaluated in this study. The accuracy is a statistical measurement to identify

how well a method tests correctly. A higher accuracy rate represents to the con-

sistency of predicted values which are same as given values. The precision is the

measurement of given data to present how many outputs are positively classified.

The recall is to define how well the outputs cover the positives. F-measure is an

averaged combination of precision and recall. Noise ratio is an evaluated measure-

ment to identify how much recognition noises are produced by the system, such as

numbers and special characters. The overall measurement results are summarized

in Figure 5.6 and 5.7.
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Table 5.1: Settings of my experiments

Experiment
Method of graph

component extraction
Method of OCR-error

correction

1 Image partition method Edit distance
2 Graph component extraction Edit distance
3 Image partition method OCR-error correction
4 Graph component extraction OCR-error correction

As Experiment 1, it was a combination of the image partition method and

edit distance. It was said to be a fundamental idea to acquire the information from

graphs and correcting OCR results. As the results, all performance rates were pre-

sented the lowest values, except the noise ratio. The noise ratio was up to 29.48%

that was the maximum ratio comparing to other experiments. However, after ex-

amining the noise ratio from Experiment 2 which was a combination between my

graph component extraction and the edit distance, my graph component extraction

could efficiently handle the noises of irrelevant parts better than the image partition

method because the noise ratio obviously presented a lower rate, 19%. Moreover, the

accuracy and F-measure were increased to 57.28% and 50.54% respectively, whereas

the performance rates of Experiment 1 were only 46.98% and 39.77%. Experiment 3

was a combination of the image partition method and my OCR-error correction. All

performance rates were dramatically improved comparing to the first experiment.

The accuracy was up to 80.75%, and the F-measure reached to 82.28%. For Exper-

iment 4, I combined the graph component extraction and the OCR-error correction

proposed by this study. The performance was better than others. I obtained the

highest accuracy rates, 84.23%, and F-measure, 86.02%, including less of recognition

noises.

I obtained the number of errors 249 tokens from total 1579 tokens in Experi-

ment 4. I analytically observed causes of errors separated into three types: missing

token error, real-word error, and suggestion error. The missing token error presents

the number of tokens unable to extract from the graph. The real-word error rep-

resents the error of misrecognition but accidently matches to a vocabulary item in

a dictionary. The suggestion error means the error from my system suggesting an
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incorrect result. To realize a portion of errors, the percentages of each error pro-

portioned to the total number of errors were presented as follows: 27.71% for the

missing error, 37.75% for the real-word error, and 34.54% for the suggestion error.

Clearly, among the errors obtained during the experiment, the real-word error and

the suggestion error needed to be concerned and mitigated.

Figure 5.6: Illustration of accuracies and noise ratios of all experiments

Figure 5.7: Illustration of precision, recall and F-measure of all experiments
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Moreover, I investigated the number of missing tokens for Experiment 3 and 4.

Note that the total number of tokens, which should be able extracted by OCR, was

1165. In Experiment 3, the missing tokens were 151 tokens or 13% of total tokens

missing. Meanwhile, in Experiment 4, I obtained missing tokens only 69 tokens

(6.92%). Apparently, the missing tokens were decreased, if I applied my data to the

graph component extraction.

Figure 5.8 presents accuracy rates of all conditions proposed in my OCR-error

correction. Condition 1 used to detect and omit the recognition noises provided the

100% correction. Due to my effective graph component extraction, the accuracy rate

of Condition 2 reached 99.15%. Condition 3 presented a reasonable accuracy rate

about 81.11%; therefore, using ontologies to investigate a meaning of a word was

also appropriate. However, the lowest accuracy was found at Condition 4, 29.47%.

Figure 5.8: The number of tokens, including accuracy rates of each condition

Furthermore, I statistically calculated the significant difference between re-

sults from Experiment 2 and 4 by McNemar’s test. This tool uses for statistically

testing on paired nominal data to examine a significant change from two sets of data

obtained before and after treatments. In my case, the before treatment referred to

Experiment 2 using the edit distance, and the after treatment was my OCR-error

correction in Experiment 4. Note that I ignored results corrected by Condition 1

to stable the statistical data because the edit distance cannot handle the noises. I
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calculated a two-tailed probability value (P-value), which used to determine to ac-

cept or reject a null hypothesis. The small P-value represents a significant difference

between two sets of data. The two-tailed P-value is less than 0.0001 that means the

results from both experiments are considered to be extremely statistically significant.

5.4 Discussion

I proposed a new method of OCR-error correction based on bar graph images

using semantics. I improved my idea by using a graph component extraction pro-

posed in my previous study to reduce irrelevant parts from extracted components

before applying to OCR. I aimed to advance the quality of OCR results and proposed

an effective method to accurately detect and extract graph components. I conducted

four tests to evaluate the performance of my proposed method (Table 5.1). I cal-

culated several performance rates, i.e., accuracy, precision, recall, F-measure, and

noise ratio. The experiment representing my proposed method was Experiment 4.

As presented in Figure 5.6 and 5.7, Experiment 1 provided the lowest perfor-

mance rates, including the highest noise ratio; thus, a combination of fundamental

methods (i.e., the image partition method and edit distance) is inappropriate to

solve this studys problems. For Experiment 2, I observed that the noise ratio re-

duced around 10% from the first experiment. Moreover, the accuracy and F-measure

had 10% increased. This positive situation happened because I changed the image

partition method to graph component extraction. Obviously, the performances are

improved, if the noiseless data are used.

Typically, during a recognition process of OCR, it analyzes many objects inside

images that sometimes are not character strings. They may lead OCR misunder-

standing because they interfere the recognition process and mainly cause errors;

hence, my data cleaned by my graph component extraction definitely enhance the

performance of the system.

Experiment 3 provided high accuracy and F-measure: 80.75% and 82.28%

respectively. To compare between Experiment 1 and 3, the results showed that my
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OCR-error correct dominantly affects the performance of the system, because the

accuracy rate and F-measure of Experiment 3 were much greater than Experiment

1 about 33.77% and 42.51% respectively.

The performance of my graph component extraction supports the system to

reduce noises around 10% as resulted in Experiment 1 and 2. Moreover, according

to the different performance of Experiment 1 and 3, it is dramatically increased

to around 38% averagely. This evidence contributes the quality of my OCR-error

correction that is much better than the edit distance in a case of suggesting the

correct tokens because ours can handle a limitation of edit distance.

As mentioned above, the basic idea of edit distance is to use two tokens com-

pared to measure their distance. The comparable tokens are selected from OCR

results and the captions or paragraphs. In a case of edit distance providing a correct

suggestion, the tokens from graphs are required to have a match to tokens in the

captions or paragraphs. However, the tokens may not be mentioned in any contents

of documents because of two reasons. First, they are general words that should be

known by readers. Thus, it is unnecessary to explain them. Second, they may not

directly relate to their topics or studies. Based on this story, the edit distance cannot

guarantee the correct suggestion, particularly in the situation of no matched tokens

in the captions and paragraphs. On the other hand, my study provided the good

quality of OCR-error suggestion which utilized the ontologies to check the mean-

ing of tokens; therefore, it properly mitigates the shortcoming of edit distance. I

also obtain a correct suggestion, even if I cannot find any match in the captions or

paragraphs.

As the results of Experiment 4, I acquired high accuracy and F-measure:

84.23% and 86.02% respectively; in addition, the noise ratio was decreased compar-

ing to Experiment 1, 19.38%. The accuracy and F-measure of my proposed method

were significantly higher than the first experiment about 37.25% and 46.25% re-

spectively. The main purpose of this experiment is to prove the performance of

the combination of my proposed methods, i.e., my graph component extraction and
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OCR-error correction. An important implication of these findings is that a cooper-

ation of my graph component extraction and OCR-error correction are supportive

each other because the performance also improves comparing to other experiments.

I endeavored to compare the results from Experiment 4 to a state-of-art study.

Zhuang et al. [95] presented a remarkable study to correct OCR errors based on

semantics similar to ours. Their results reported that, after I compared between

their method and a basic method, an error reduction was 29%, and the accuracy was

83.73%. Likewise, I analyzed the error reduction comparing between my proposed

method and the edit distance. my error reduction was about 27%, and my accuracy

was slightly higher than the previous study, 84.23%. Eventually, the idea to use

the semantics to mitigate the OCR problem was agreeable, because, to compare

to non-semantic methods, the higher performance were presented from my and the

previous studies; furthermore, the results were corresponding.

To analyze the errors obtained from Experiment 4, there were three types of

errors occurred during the experiments, i.e., the missing error, the real-word error,

and the suggestion error. As the results of Experiment 4, the highest proportion

of errors was the real-word error. This error happens when the OCR incorrectly

recognizes tokens, but it has been accidentally found in ontologies. The possible

solution is to use a specific ontology. The ontologies currently used in this study

are general ontologies related to English vocabularies. Since an opportunity to get

incorrect suggestion should be reduced if I use the specific ontology rather than

the general ones because the suggested results relate to a domain of the graph.

For example, if a graph relates to biology; thus the biology ontology should be

utilized. The next error that I should concern is the suggestion error. It occurs, if

the recognized token is incorrect and not found in the ontologies; hence, my system

suggests the most similar token which is mostly incorrect, because there is not an

identical token appearing in the captions and the paragraphs. One possible solution

to this problem is to extend the content of documents to increase a probability to

find an identical token, such as using whole contents of the document, not limited

to only the captions or corresponding paragraphs. However, it is time-consuming,

because there are a lot of tokens that need to measure the distances, including
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querying to ontologies. For the missing error, it happens because of the limitation

of OCR and a mistake of partitioning process of my graph component extraction.

OCR sometimes cannot recognize any characters, if the font size is too small or too

big; since OCR returns a null value, which causes a missing token. Furthermore, I

partitioned images by a constant; thus, it is possible to cut them at wrong positions.

For example, I have a graph containing a two-sentence Y-title. The system may

mistake to cut at the middle of the title. I retrieve an incomplete title that causes

missing token errors.

To deeply analyze the results of each condition as presented in Figure 5.8,

Condition 1 offered the 100% correction. It means that my system has a high

capability to detect and omit the recognition noises. For Condition 2, I obtained the

high accuracy because of the benefit of my graph component extraction. It extracts

the relevant components, which help to enhance the OCR performance to correctly

recognize character strings. The reasonable rate is presented in Condition 3. This

condition is proved that a viewpoint to use grammar dependencies and ontologies is

acceptable. However, most errors occurred in this condition are the real-word error.

The final condition is Condition 4 suggesting the lowest accuracy rate comparing to

among conditions. The suggestion errors have been mostly found in this condition.

The causes and solutions of these errors have been described above.

As the statistical evidence, I concluded that the difference between my OCR-

error correction and the edit distance was the significant difference due to a small

P-value obtained.

As regards to possibilities of this study, this system may need a support from

other ontologies for useful purposes. It is difficult to deal with either meaningless

vocabularies or the ones not found in a general dictionary, such as words from

mathematics or biology. If other ontologies had been merged to my ontology, this

problem should be mitigated. Moreover, a problem of a foreign language should be

discussed here. Basically, my ontology had been supported globalization. However,

some local tools should be changed due to being compatible with specific languages,

such as dependency parser and OCR language pack. To discuss accurately selecting

corrected suggestions, there are several ways to improve system efficiency. First, a
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suggestion based on an analysis of sentence context may be necessary. Illustrating

that, in a sentence describing the weather, there are two words suggested by the

ontology. The system should select the one that is most relates to the sentence.

Second, I may use Google word suggestion system to select possible candidates.

Third, genetic algorithm may be a good option to enhance an effective of words

suggestion because it is used for optimization which helps to offer the most suitable

word to the system. In this study, I proposed DepDic that was used to records the

chain dependencies of the tokens. I have another idea that may help this process.

N-gram is a technique to create a vocabulary storage. It decomposes each string in

sentences into letters. It should be used to investigate word candidates somehow.

Morover, I discuss a situation that I change the selected ontologies, i.e., DBpedia

and WordNet, to others. The proposed system should be still applicable but may

need to modify queries because they depend on ontology structures.

5.5 Conclusions

In this study, I proposed the method of OCR-error correction based on seman-

tics, including the graph component extraction. The objectives of this study were

to extract their significant information by using OCR and to correct OCR results

by utilizing the ontologies and dependency parsing.

From the experiments that have been carried out, it is possible to conclude

that my proposed methods achieve the objectives of this study. As the experimental

results, my proposed method presented the highest performance rates greater than

other methods, and the noise ratio was small. Simultaneously, the fundamental

method showed the highest noise ratio and the lowest performance rates, because

many irrelevant objects were included in the input data, which interfered the recogni-

tion process. Furthermore, the edit distance suggested a correction based on strings

appearing in the captions and paragraphs; therefore, suggestion errors certainly

occurred, if identical tokens were missing from them. The OCR-error correction in-

troduced in this study contained four conditions to cover all possible situations that

might occur during the correction processing. It has clearly shown that my proposed
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method can perfectly handle and omit the recognition noises, such as numbers and

special characters. Moreover, due to my effective graph component extraction, the

cleaned components omitted irrelevant parts were acquired. Indeed, with this data,

OCR provided accurate recognitions. Using the semantics to correct OCR errors is

also appropriate because it mitigates the problems of missing identical tokens in the

captions or paragraphs.

This study can be improved by integrating other sources. For example, I

currently used ontology to correct the errors only. To increase the performance

of the system, thesauruses or dictionaries can be integrated into the system and

together cooperate with the ontology.
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Chapter 6

Graph Information Extraction

In the previous chapter, I presented a method to extract graph components

and introduced a suitable solution to correct OCR results after text characters from

the graph components had been recognized by OCR. However, not only the graph

components [49] but the data section of the graph is also useful because most sta-

tistical data literately present in the data section. Explicit information such as the

relationship between the X- and Y-axes can be easily extracted from a graph by

applying human intelligence. However, implicit knowledge such as information ob-

tained from other related concepts in an ontology also resides in the graph. As this

is less accessible, automatic graph information extraction could prove beneficial to

users.

This chapter presents the novel method for extracting information from the

data section of the graph as well as generate ontology to store the extracted data

and their relationships. This method can extract explicit and implicit knowledge

from graphs. Note that the explicit information obviously shows in the graph, such

as axis-titles; meanwhile, the implicit information can be discovered by ontology

inquiry. This is based on my ontology that uses essential information pertaining to

the graph and sentence dependency parsing. I focus on two graph types: bar graphs

and 2Dchart. Different graph types require different extraction methods and have

different extractable features. From the bar graph, I extract axis labels, the global
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trend in the data, and the height of the bars. From the 2Dcharts, I additionally

obtain local trends and regression types. The objective is to propose a method for

acquiring the implicit and explicit information available in the graphs and entering

this into my ontology.

Herein, I will present the background of the study and then introduce the

methodology of graph information extraction. Next, I will describe several simu-

lations based on possible user inquiries. Finally, I will summarize the study in a

conclusion section.

6.1 Background

Data reported in the academic literature is presented in many formats, includ-

ing both digital and hard copy. Although readers must read the literature extensively

to comprehend the data, its conclusions may be unclear if only descriptive details

are available. Graphs are a form of data representation that helps readers analyze

and extract the information they need, making understanding easier. In my previ-

ous study [49], I attempted to interpret explicit and implicit information in a graph

based on a strong relationship between the X- and Y-axes labels. The informa-

tion provided by the axis labels includes implicit knowledge; although not presented

directly in the graph, it can be extracted by applying ontology. Human readers

find it easier to interpret explicit information presented in a graph; comprehending

implicit information is more difficult. Thus, a system that allows information to

be extracted from a graph can be expected to provide a powerful new approach to

knowledge acquisition.

However, I acknowledge that not only the axis labels but also data section

can provide essential information. To cover significant knowledge, it is necessary

to identify and extract graph statistical data presenting in the data section. For

example, this system can identify data tendency and height of bars; thus, I expect

to realize wider information when I compare with the previous study [49].
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The image data used in this study was a collection of the line, plot, and bar

graphs from academic literatures. Specifically, the data source of this study was

PubMed. A bar graph represents the data as bars with lengths proportional to their

values. Line and plot graphs are called 2Dchart in this study. I selected graphs

containing only single data sets to simplify interpretation.

6.2 Methodology

I present a novel method for extracting the explicit and implicit information

present in the data part of the graph. I used a combination of techniques, including

ontology, OCR, and NLP. I addressed the core problem of the semantic gap by

making use of both the context of the graph based on the wider document and the

graphical content of the graph itself. A novelty of the study is that my proposed

method was able to extract useful information from the data section of the graphs

as well as obtain explicit and implicit information from the relationships within the

graph.

6.2.1 Ontology

The ontology used was an extension of that in a previous study [51]. As

shown in Figure 6.1, it supports not only sentence dependency parsing but also

graph components and data extracted from graphs. Protg was used to build the

RDF files expressing the ontology. I had already tested its reasoner to validate the

generated ontology.

Our ontology included 26 classes and many relations. The main class was the

GRAPH class, representing the concept of images from the graph. I used the TYPE

class to identify the type of the graph such as bar graph or 2Dchart. The 2Dchart

represents two different graph types: line and plot. I merged these into a single

type because of their similar characteristics. Lines in a line graph are formed by

combining a large number of plotted points.
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Figure 6.1: Representation of my ontology structure describing classes, proper-
ties, and relations
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Most images were described by their captions and optionally by links to para-

graphs. These were represented as CAPTION and PARAGRAPH classes, respec-

tively, and were related to a TOKEN class that stored the concepts of the tokens.

my system assigned POS tags and NER to each token. I also created dependency

relations to represent a typed dependency connecting the tokens in a sentence such

as determiner (det) and nominal subject (nsubj).

I identified the basic graph components of axis labels and legends because

all graphs use these to represent significant information. For example, the legends

of the X- and Y-axes show the relationship between two dimensions. These were

therefore made a central part of my ontology. The GRAPH class was related to the

COMPONENTS class by a HAS property. The COMPONENTS class comprised

three subclasses: X-TITLE, Y-TITLE, and LEGEND. Note that I used only graphs

presenting a single data set so that the legend, which shows data labels, was not

always essential.

The real information appears in the data presented in the graph and was

recorded as a DATA PART class. This part of the graph displays a graphical rep-

resentation of the data, for example by the height of the bar or the slope of the

line. The data in a bar graph is represented by rectangular bars corresponding to

the categories shown in the X-axis title. A BAR HEIGHT class was introduced to

represent the bar height. 2Dcharts use plots to show statistical data in a dimensional

space. my approach explored the types of lines used (e.g., linear or non-linear) to

represent the data in the graph. This helped predict unseen directions in the data

and provide new information that was not described in the caption and paragraphs.

I also analyzed and collected both global and local tendencies in a SLOPE class

comprising three different trends: an increase (INCREASE class), a decrease (DE-

CREASE class), and no change (STATIC class). The global tendency represents the

overall trend in the data while the local tendency provides information about where

and how the trend changes. These concepts were described in a CHANGE class.
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Figure 6.2: Overall of proposed system

6.2.2 Extraction of graph information

6.2.2.1 Data content identification

I first identified the existing graph components (e.g., X-axis title, Y-axis title,

and optionally the legend), including the actual data. As different types of graph

provide different information, my system needed a method for analyzing information

from each type. Figure 6.2 demonstrates an overall of proposed system.
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The features generally used for interpreting a bar graph are the X-axis title,

the Y-axis title, the height of the bars, and a global tendency corresponding to

the centers of the bars. To extract the graph components, the graph image must

be partitioned horizontally to acquire the X-axis title and vertically to acquire the

Y-axis title. I used OCR to recognize these. However, the occasional presence of

irrelevant information such as parts of the bars or numbers may cause misrecognition

by the OCR. To address this, I applied a method of automatic graph component

extraction described in my previous study [52]. This method uses a technique of

pixel projection to obtain a horizontal profile and removes unnecessary information.

This provided cleaned graph components. To interpret bar graphs, I analyzed the

height of the bars and the categories on the X-axis.

Our system was able to extract the height of the bars automatically, as shown

in Figure 6.3. After acquiring the cleaned X-axis legend, I used pixel projection

with vertical profiling to locate the positions of the bars and their labels. Note that

the position of the bars and the labels correspond. When identifying the height

of the bars, I applied a step function to smooth the results of the pixel projection

and find the center of each bar. A specific range was measured, equal to half the

distance between two neighboring centers, which independently covered each center;

the value of the highest peak within the range was identified. Finally, the graphical

bar heights were acquired. However, these values do not match the true scale of the

bars, because the proportion of pixels used in each graph varies depending on the

data presented. Therefore, the actual bar height must be computed by multiplying

the pixel proportion.

I introduced the two-step method of calculating the pixel proportion shown

in Figure 6.4; the steps are data preparation and Y-scale measurement. For data

preparation, the leftmost partition containing both the Y-axis title and axis mea-

surement was initially selected after partitioning the graph image. The Y-axis title

is irrelevant to the pixel proportion and only the measurement part was retained.

Numbers and their respective positions were recognized using OCR. The next step

was Y-scale measurement. I obtained the position of each result identified by OCR

and measured the difference between two neighboring recognitions, including the
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difference in vertical distance. I then divided the difference between the two neigh-

bor recognitions by the difference in vertical distance to obtain the actual number of

scale units per pixel. The actual value of bars could be calculated by multiplying the

height of the bars with the scale units obtained. The global tendency was analyzed

from the centers of the bars by calculating the slope.

The main feature of a 2Dchart is a line or group of data points. Hence, I

analyzed the graph components, the global and the local tendencies as well as the

regression type. The extraction process for a 2Dchart was the same as that for a

bar graph component. The titles of both axes were initially neglected to capture

the data part. The image was converted to pixel values representing data points in

the graph. The global tendency was identified using a global slope derived from the

data points. A regression analysis was performed by using a mathematical library

and identify the type of regression that was best suited to the data points using the

smallest squared error. Both linear and non-linear regressions were used, including

logarithmic, polynomial, quadratic, and exponential regressions.

A discontinuity in the slope may represent critical information. For example,

a line graph may show the oxidation of a chemical substance against temperature

and time, while a slope change indicates the saturation point. In recognition of the

importance of such local tendencies, I analyzed the trend at each pair of pixel values.

If a change was noted between any pair, the change in slope and the position were

recorded.

6.2.2.2 Ontology construction

I constructed the classes and relations following my earlier ontology design.

The graph contents, such as captions and paragraphs, were stored in a database.

These graph descriptions were given in sentences produced by tokenization, as a

first step in building the ontology. A dependency parser identified the sentence

structures, NER, and POS tags. I endeavored to allocate each word to a category

using queries in DBpedia. The queried categories were represented as the NER of

tokens.
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Figure 6.3: Bar height extraction using pixel projection and a step function

Figure 6.4: Pixel proportion calculation
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6.3 Simulations

This section would advocate a feasibility of the method. In this study, the

expected outputs were an ontology. My method provided precise information for

the construction of the ontology. The data, which were stored into the ontology,

came from 99 images in total that contained 35 bar graphs and 64 2Dcharts. Only

the specific graph types, i.e., bar graph and 2Dchart, were applicable to the system.

To validate my proposed method and ontology, the following questions were applied

to the ontology:

1. What graph are both “blood” and “Hemoglobin” related to?

2. How do aphid populations impact sugar?

3. What is the tendency of the number of genes related to green fluorescent

protein (EGFP) expression?

4. What value of Lipopolysaccharide (LPS) is described in all graphs and what

is its relation?

5. What is a relation between Hemoglobin and Hemoglobin A1c (HbA1c)?

Note that all my input graphs were in the field of biology, as the data were

collected from journals available through PubMed. SPARQL queries were built to

retrieve the related classes and relations of the ontology. The simulation was meant

to model a user attempting to use my ontology and deciding what kind of question

should be asked.

The SPARQL queries and their results are presented in Figures figs. 6.5 to 6.9.

Figure 6.5 shows the query command and the results obtained for the first question.

Three graphs presented by Nekooeian et al. [70] and Sinha et al. [79] mentioned

blood or Hemoglobin in their captions. Figure 6.6 shows a graph by Cao et al.

[18], with the values of each bar representing the impact of aphid populations on

sugar. Figure 6.7 presents answers to the third question from a graph relating the

number of genes and the EGFP expression by Gao et al. [31]. Figure 6.8 shows
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Figure 6.5: SPARQL query command and answers for Question 1

Figure 6.6: SPARQL query command and answers for Question 2

Figure 6.7: SPARQL query command and answers for Question 3
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Figure 6.8: SPARQL query command and answers for Question 4

Figure 6.9: SPARQL query command and answers for Question 5

how my SPARQL query interrogated the ontology to retrieve graphs by Kim et

al. [55] pertaining to LPS and includes its values. Figure 6.9 shows the results for

the correlation between Hemoglobin and HbA1c in a graph presented by Sinha et

al. [79]. This displayed all tokens that had at least one relation with the specified

tokens. For quantitative evaluation, I analyzed the precision and observed errors

that arose in the course of the simulation. For the aforementioned five questions, I

obtained relevant answers by using five queries. However, errors arose due to OCR

misrecognition. These were ignored because they were not related to the validity of

102



Chapter 6. Graph Information Extraction

the ontology.

6.4 Discussion

In this study, I presented a new method of extracting information from a

graph based on the use of ontology. I extracted the graph components and data

located in the data section of the graph. A dependency parser was applied to ana-

lyze the captions of the graph and related paragraphs. The category to which each

token belonged was acquired from DBpedia. The method was then applied to a

graph-based search engine with user queries in the field of biology. The goal was to

use the ontology to extract both implicit and explicit information from the graphs.

Five inquiries were run, and the answers returned were, in the main, correct. Un-

fortunately, in some cases (e.g., the second question), failures in OCR introduced

errors. The accuracy of the results provided evidence that my proposed method

was able to precisely extract information from the graphs. For the fifth question,

answers were found from the captions of the retrieved graphs and several triples rep-

resenting tokens that were connected by dependencies were obtained. Interestingly,

I retrieved tokens that were not available from the captions of the graphs, but were

instead taken from other graphs sharing the same concepts such as quantification

and plasma. Based on this result, my ontology is suitable for use in inquiries in-

volving information pertaining to a graph. However, a limitation of the study was

that I focused only on a limited set of graphs: line, plot, and bar. my system does

not yet support analysis of other graph types that require a different method of

interpretation. Moreover, the system currently cannot deal with multiple data.

Here, I will discuss possibilities of this study. According to errors from bar

height measurement, I realized that a main cause of the error was OCR misrecog-

nition. To address this problem, I should use my proposed OCR-error correction to

suggest corrected words to the errors. Remind that if it will be used to solve this

problem, it should be modified to work with numbers instead. Obtained knowledge

will be expanded if I map an interpretation of quantitative data extracted from the

data section of the graph to ontology. For example, a graph is interpreted its trend
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that is also described in a context of the description. Moreover, this information is

found on other graphs. Based o this example, I will acquire extended information

according to shared concepts. Furthermore, if I merge my ontology with other on-

tologies, I possibly obtain unexpected knowledge come from different study domains.

For example, I integrate medicine ontology with biology ontology. If I inquiry about

some protein names, I may obtain knowledge of medicine relating to the protein

names. Moreover, my system could identify a regression type of data; thus, I pos-

sibly predict unseen data by applying statistic analysis, such as linear or non-linear

regression.

6.5 Conclusions

I developed an effective method for extracting graph information, and an on-

tology to support the dependency parsing of English sentences. Several techniques

were combined to achieve this: OCR, NLP, and ontology. I evaluated the method

by using the constructed ontology to address five questions. Accurate answers were

obtained and significant results were achieved by the shared concepts used in my

ontology, thereby demonstrating the effectiveness of the method. In future studies, I

will develop the system further by building a simple user interface and extending the

dataset to allow quantitative evaluations. I may also extend the domain of search

data to other fields such as engineering.
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Search Engine System

In the previous chapter, I proposed a method of extracting significant informa-

tion from graph’s data section, including creating an ontology for my search system.

Under my consideration, only the ontology established is inapplicable for real use

because users cannot understand and utilize the ontology without an amicable ap-

plication directly. To achieve this obstacle, a prototype of ontology-based search

engine system has been introduced in this chapter.

The main focuses of this chapter are to utilize the ontology containing infor-

mation extracted from graph images and present them on a web-based application

with comprehensible user interfaces. My system differs from a traditional search

engine system because it can be queried by some questions, while the traditional

one cannot. I attempt to list several questions that users need to know from the

graphs, such as the tendency of data and a comparison between particular data cat-

egories along with their data labels. Due to this avail, the users obtain extended

information from my system outperforming the tradition one which is applicable

only keyword-based inquiry.
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Background of the study will be presented at the first section of this chapter.

The next section is the methodology which describes overall system design and

implementation. Regard experiment and evaluation parts, I will explain in the next

chapter.

7.1 Background

An ontology specifies the representation of a conceptualization. Recently,

ontologies have been recognized as an important feature of information retrieval

systems owing to their ability to link knowledge in different areas of the ontology.

Ontology-based search engine systems can acquire more useful information than tra-

ditional search engine systems because users can find not only particular concepts

obtained by a given query but also other related concepts. However, for the practical

usage of ontologies, an application must be developed to present the results from an

ontology query because the realization of ontologies alone is extremely difficult for

the average end user. Typically, to input a query via ontology, it is necessary for the

user to be skilled in a query language; in addition, a specific ontology realization will

be required. This creates problems for a general user who would then avoid using

the complex system. Therefore, via constructing a web-based application with user

interfaces, I introduce a handy and capable search system that does not require any

computer skills.

In recent years, there has been a substantial amount of research on informa-

tion retrieval. There are many types of data that are regular targets for search

systems, including text [85] and image [13] data. In particular, image-based infor-

mation retrieval is a growing topic in several study fields (e.g., computer vision and

knowledge-based information retrieval) because methods for extracting data from

images are more complicated than those for extracting data from text. Hence, re-

searchers require particular methods for extracting information from an image. For

example, a system of image- content extraction could analyze an image’s low-level

features [64] such as colors.
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In the past several decades, there have been several studies that proposed

semantic search engine systems. Li et al. [62] developed a fuzzy search by allowing

mismatches between query keywords and answers. To freely explore data, this fuzzy

search accepted keywords even in the presence of minor errors. Based on this existing

study, I realized that results or knowledge provided by a conventional system are

limited because they are solely dependent on given keywords. In the most recent

decades, studies on information retrieval have advanced to semantic systems utilizing

ontology concepts that enhance and extend the obtained knowledge based on user

specifications. Jayalakshmi et al. [44] proposed a semantic search engine system

that depended on inverse document frequency (IDF) and text mining. The proposed

search engine system created the search indexing using the contents of the files to

retrieve the relevant document from a computer. Another existing study constructed

a scalable semantic search for geospatial data [14] in which an application layer and

a search service that provided a specific search functionality inspired by resource

description frameworks (RDF) was introduced.

The objectives of this proposed system are (1) to propose a new method that

can provide extended results outperforming the traditional system; (2) to support

user convenience by presenting inquiry results with understandable user interfaces;

and (3) to evaluate the validity of the system by systems performance comparison.

The data collection used in this system is graph images, as I used in my pre-

vious systems. Moreover, I obtain cleaned data extracted from graph components,

including essential information from graphs’ data sections.

7.2 Methodology

A methodology presented in this chapter utilizes the methods proposed in

the previous chapters, i.e., OCR-error correction, graph component extraction, and

graph information extraction. The entire systems are integrated into one main sys-

tem. Note that the size of graph image dataset is 636 images.
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Figure 7.1: Illustration of relational database used in this system

7.2.1 Database design

For this main system, I used a relational database to store data that was related

to my target data (i.e., a collection of graph images, including their captions and

text paragraphs) and other necessary information such as captions, text paragraphs,

and graph profiles. It was constructed due to two major purposes: to store the

graph information (e.g., captions, paragraphs, and graph profiles) and to record

user evaluation feedbacks. The graph information was an important data used to

create my ontology. Moreover, due to an evaluation purpose, the system allowed
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Figure 7.2: A part of database storing generic data related to the graph images

the users to comment and validate results obtained from queries accessing to both

search engine systems. Those feedbacks were recorded for statistical analysis. The

database design is presented in Figure 7.1.

Five tables were used to record the following information from each graph:

graph, contained, description, text types, and ocr text extraction (Figure 7.2). The

“graph” table collected the profiles of graph images, such as the graph name. The

“description” table contained the graph’s captions and the paragraphs that refer-

enced the graphs. The “text types” table contained the different types of the graph’s

descriptions (e.g., caption, X-title, and legend). To acquire the graph components,

I used OCR to first recognize and convert them into digital data. These data were

stored in the “ocr text extraction” table.

Regarding the rest of tables, they were utilized to record user feedbacks (Fig-

ure 7.3). I collected not only the user evaluation feedbacks but also the results

from queries. User table collected the user information, such as name and major.

Question, Condition, Feature tables primarily kept the inquiry details, for exam-

ple, questions used for a query. Query and Option tables stored such information

of user’s query on each iteration. After the users inquired queries to the system,
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Figure 7.3: A part of database storing feedback data for the search engine system
(a final system) in Feedback mode
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some relevant results should be returned to the search engine systems, and those

were evaluated by the users. Then, the obtained results and user evaluation were

collected into Query result relevance table.

7.2.2 Ontology design

The ontology used in this study was based on the structure design in Chapter

6, but I redesigned it to be more applicable and to meet the requirements of the

search engine system analyzed in this study. (Figure 7.4).

Herein, I describe the updated parts that differ from the previous version of

the ontology. Note that the previous ontology was simply applicable to singular

data in plot, line, and bar graphs but could not handle multiple data. Thus, I have

since added a few relations that allow the ontology to be applicable to bar graphs

containing multiple data labeled in a legend. A relation named “show” now connects

the Legend and Slope classes because it describes the data tendency of each data

label that belongs to different categories in the X-title class. A “represent” relation

indicates the height of each data.

7.2.3 System implementation

An ontology-based search engine is a search engine application that utilizes

ontologies to fulfill user inquiries. Through the use of ontologies, it is possible to

obtain relevant results to a query as well as to obtain new extended knowledge.

Such a search engine system helps users to retrieve images of graphs that contain

information they require, such as a relation between the X-and Y-axis labels and

a comparison of each bar in a bar graph. The users can easily comprehend the

graph and its descriptive details because the search engine system precisely provides

detailed information such as main ideas and tendencies. The system allows the users

to select specific questions for inquiring; moreover, some settings must be accepted

to restrict the amount of obtained results.
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Figure 7.4: Illustration of the updated ontology, i.e., observing at read arrows,
used in this system
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I implemented the system containing two different modes: search mode and

feedback mode. The search mode was used to search and inquire to the system by

inserting some keywords and specific questions; then, relevant results were returned

that were displayed in a search page. Whilst, the feedback mode contained a par-

ticular feature used for acquiring the user’s feedbacks. This mode was proposed for

an evaluation purpose. After the results were retrieved, the user would analyze and

decide them as either relevance or irrelevance based on their intention. They should

evaluate every result presenting on both my system and a traditional search engine

which is called Elasticsearch (ES). In addition, in the feedback mode, there were two

more web pages that required user profiles (i.e., a user page) and evaluation opinions

(i.e., a questionnaire page). However, I will explain in the next chapter at Section

8.3.

I implemented the described search engine system in a search application.

The developed application can query the search engine system by specifying some

keywords and specific questions. The relevant results are then returned and displayed

in a search page. This system was designed to support simplicity and immediate

availability. To that end, only necessary functions such as the query settings are

shown on the web page. Three sections such as menu section, inquiry section, and

results section are presented on the main search page. There were three sections

presenting on the page as shown in Figure 7.5: menu section, inquiry section, and

result section.

Figure 7.5: A user interface of search page with three sections
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The menu section contains three tabs, namely home, user guide, and ontology.

The home tab is the default screen when the system is launched in the search mode.

The user guide is a page that briefly explains the system and its components, in-

cluding a guideline of the system process and examples of system simulations. The

ontology tab displays the ontology schema used in this system.

In the inquiry section, the users can select questions and input some required

settings. The acquired relevant results are displayed on the results section. In

addition, the question option can be selected by the users. I offer a few options that

can helped the users to filter unnecessary results, (i.e., conditions, as shown in (Fig.

7.6,) and features, as shown in (Fig. 7.7).

Figure 7.6: Selectable conditions for results filtering

Figure 7.7: Selectable features that can be presented at the result section

The condition box contains five conditions. First, the users can restrict the

graph type. I distinguish the graph types into two types such as bar graphs and

2Dchart. Second, the users can select results that belong to a specific group. Third,

the results shown in the results section can be filtered based on a specific regression

type. (For example, a user might need only graphs that have linear regression.)

Fourth, the users can select the results with a specific tendency such as increasing or

decreasing. Finally, for the line and plot graphs, a local tendency is also a significant

option, because changes in the graph might identify essential information. Thus,

users can filter the results based on the data variation. The feature box was created
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to cover the needs of all users because additional information such as the graph

caption or X- and Y-labels might be required by a user.

In the results section, results from my ontology-based and ES-based search

engine systems are presented, a user can independently choose a tab to examine the

results depended on the individual systems.

Herein, I discuss the questions that are included in the system and the settings

that must be entered by the user. There are six queried questions, described as

follows:

• Question 1: Display the graphs involving this following keywords.

The first question is the most basic because it is similar to a keyword-based

search engine system (e.g., Google search). There are a few settings that are

required and must be completed by the user. For example, a user may need

graphs that feature a specific inputted token in the graph for deep discussion on

a particular topic. An example query form for Question 1 is illustrated in Fig.

7.8. The user simply inputs at least one keyword to the text box separated

by commas (for example, the string “data, test, accuracy” can be inputted

to the text box). Moreover, the user can specify whether the keyword(s)

must appear in the graph’s components (e.g., X-label, Y-label, or legend) by

choosing either the “yes” or the “no” radio button above the text box. There

is an optional text box that asks the user’s intention for the query; however,

to complete the evaluation, the user should describe their intention for their

query. For example, a user may input keywords such as “neural network,

accuracy, image,” and the intention would be to obtain graph images relating

the accuracy of neural networks when dealing with images. Figure 7.9 presents

an example of result launched by Question 1 with additional settings, i.e.,

caption and global trend features.

• Question 2: Display the graphs involving following keywords and their main

idea of captions.

The second question (Figure 7.10) requires only keyword(s) from the users

to produce the relevant results. Moreover, the question asks for the main
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Figure 7.8: Question 1 and its settings

Figure 7.9: Example of result performed by Question 1

idea of the graph descriptions (e.g., the caption). Therefore, an extra feature

has been added to the results section (Fig. 7.11), that presents the main idea.

Sentences containing the main idea are selected by analyzing the appearance of

keywords and the first sentence of the paragraph. A user can use this question

to summarize information to realize the underlying concept of a graph.

• Question 3: Display the graphs involving following keywords and their maxi-

mum and minimum values of graphs.

The third question (Figure 7.12) is similar to the second question, and it

requires keyword(s) to be set. The bar height and local trend features are

initially selected and displayed in the results section, including the highest and
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Figure 7.10: Question 2 and its settings

Figure 7.11: Example of result performed by Question 2

lowest values identified (Fig. 7.13). However, for a bar graph containing mul-

tiple data, it is difficult to identify which the highest and lowest values; thus,

a comparison between each bar height and the legend are displayed instead.

A user may use this question to analyze statistical data to compare to their

results.

• Question 4: Display the graphs relationship extracted from axis titles.

In general, there are significant relations that are established in any given

graph. The fourth question is used to indicate which tokens are a part of a

graph’s relationships. For this question, the user inputs keyword(s), just as in

the previous questions, and the relevant results are presented, including some

tokens related to the relation between the X- and Y-labels (Figure 7.15). Then,

the users must interpret the graph relations and expressions.

• Question 5: Display the relationships between two different tokens.

The graphs used in this system were collected from a number of publications,
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Figure 7.12: Question 3 and its settings

Figure 7.13: Example of result performed by Question 3

Figure 7.14: Question 4 and its settings
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Figure 7.15: Example of result performed by Question 4

and they are always described by captions and cited paragraphs. Sentences

comprise several tokens that are dependent on one another. The fifth ques-

tion is similar to Question 4, but the question investigates the relationships

between two different keywords. A user may use this question to understand

any implicit relations between two tokens hidden in the descriptions. Figure

7.17 displays the results obtained by performing Question 5.

Figure 7.16: Question 5 and its settings

• Question 6: Display the comparison of bar values on different X-categories but

same data label.

The sixth question presents information in bar graphs that feature mul-

tiple data labels. The question presents a comparison based on bar heights and
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Figure 7.17: Example of result performed by Question 5

Figure 7.18: Question 6 and its settings

legends in the bar graphs. The comparisons can be achieved with respect to

one of two items: with respect to bar categories (e.g., X-label) or with respect

to the legend (or data label). A user may use this question for data comparison

and analysis. Fig. 7.18 and 7.19 shows a form of Question 6 and an example

of results generated using Question 6.

7.3 Conclusions

This system is the final system introduced in this dissertation. I implemented

a prototype of ontology-based search engine system. I assembled all proposed sys-

tems in order to obtain knowledge extracted from the graphs based on searching,

which was recorded into my new ontology. The ontology and database schemes

were designed for the system. The main goal was to address the problem of the
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Figure 7.19: Example of result performed by Question 6

semantic gap by using ontology. For general use, my search engine system had a

page for querying by using keywords. For an evaluation purpose, I added more two

web pages assigned for the feedback mode, i.e., user and questionnaire pages, to

collect necessary information. Ten participants had been required to do several tests

through the system. They used some keywords and evaluated the obtained results

by determining them as either relevance or irrelevance. With regard to experiments

of this system, I will present it in the next chapter.
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Experiment and Evaluation

In the previous chapter, I presented a methodology of ontology-based graph

search engine system literately. I designed and constructed my own ontology that

supported the dependency parsing from English sentences and graph information.

As mentioned in the prior chapter, I focused on extracting explicit and implicit in-

formation (e.g., axis titles and the relationship between titles) from graph images

collected from the scientific literature. This method confidently provided researchers

new solutions to access essential knowledge hidden behind the images, including ex-

tending information utilizing ontology. Moreover, a web application with friendly

user interface had been implemented that responded to a purpose of user conve-

nience. Users could use the system to query questions depended on their intention

with specific keywords.

To measure system performance, I asked ten participants who experience to

computer and biology to use the system and evaluate the relevancy of obtained

results. Moreover, they required responding a few questions in order to cover the

experiment purpose, such as how users satisfy the system. In this chapter, the ex-

periments and results will be shown; moreover, a detail about experiment procedure

will be included. The experiments show a robustness of the evaluation.

Initially, I will mention about system evaluation background describing several

existing traditional search engine systems and reasons to select one of them used
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for comparing to my ontology-based search engine system. Next, I will present

experiment configuration describing software and settings used to accomplish the

experiments. Furthermore, experiment procedure will be described that presents

about the feedback mode of my system. It briefly described total steps of this

dissertation’s experiments. Then, user feedback evaluation, where is a core of this

chapter, will be introduced. It presents about a target group of participants and their

actions corresponding to the experiments. Finally, I will show the experimental

results and the system performance measured by calculating performance models

based on responsive feedbacks.

8.1 System Evaluation Background

This dissertation aims to create the ontology-based graph search engine sys-

tem, as described in the previous chapter. Regarding system validation, I considered

what the best way to evaluate the system, and I acknowledged that it would be great

to have another common search engine to compare with. Therefore, to respond this

idea, I decided to examine other search engine software commonly used nowadays.

It should be noted that the classic search engines used for comparison must support

full-text search and indexability.

After I investigated several search system software, it seemed to be difficult to

pick the best one, if I did not know their functionalities and indexing processes. I

determined to select five software containing different functionalities, i.e., ES, Solr,

Sphinx, DB2 text search extender, and a state-of-art work (see Appendix B).

Among the classic search engine candidates, ES was the winner that had been

used for comparing with my ontology-based graph search engine. ES, which is a full-

text search engine, provides retrieved results based on keywords. In experiments, the

user independently inputted keywords, selected questions, and some settings to the

evaluated systems. Retrieved results from both systems were sometimes different

because the users could obtain extended information from my system. For example,

users would like to know about a number of publications published in this year

compared to last year. They inquire my ontology-based search system by selecting
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a question asking about tendency and input some relevant keywords, such as paper

and number. In this case, it was possible to obtain results from my system. On the

other hand, there was a limitation on ES. It could not deal with other specifications

besides the inputted keywords. Therefore, this was a huge difference between my

system and the traditional one.

8.2 Experiment configuration

The model of configuration for the experiments was described in this section.

The database software used for the system was PostgreSQL, which is sophis-

ticated open-source database management system (DBMS). I used it because of

its simplicity and supporting almost all SQL constructs, such as sub-queries. This

database used to record the experiment results and the user evaluation.

The web application was implemented by PHP and javascript. It connected

to the database to fetch graph information for the traditional system and store

the results of experiments. In addition, for my search system, the web application

must use the ontology that can be launched by Apache Fuseki, which is a SPARQL

server providing provides REST-style SPARQL HTTP Update, SPARQL Query,

and SPARQL Update using the SPARQL protocol over HTTP.

The users should specify keywords that were in the domains of biology and

computer engineering. The data collected from publications were published in those

areas; therefore, to obtain available results from the systems, the keywords related

to those study areas unavoidably.

These were possible keywords in biology domain. Most images gathered from

publications relating protein, DNA, and diseases. The examples are displayed below.

• comparison, miRNA, prediction, protein

• correlation, PDB chain

• amino, alanine
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• HbA1c, patients, correlation

• cancer

Keywords in a computer domain related to data mining and machine learning

domains, particularly about algorithms and their performance such as ANNs and

SVMs. The examples are displayed below.

• intrusions, classifiers, performance

• image, classification

• sensitivity, specificity

• SVMs, accuracy

• Neural Networks, performance

8.3 Experiment procedures

As described in Chapter 7, my system contained two different modes: search

mode and feedback mode. The feedback mode will be described in this chapter. In

the feedback mode, some additional processes had been required to be inputted by

the users. They, who participated the system evaluation, should follow a flow of the

feedback mode as shown in Figure 8.1.

In the first step, the users should access to a user page (Figure 8.2) to fill own

personal information, such as a name, a major, and interest(s). The name represents

a display name or username, which does not necessitate to be a real name. The users

must select a major that they belong to. The interests represent topics that they

experience with, such as data mining, computer vision, and programming.

Next, after a submit button was pressed, the process moved to the search page.

The users should test the search engine system on the search page. Due to validate

the system, I required them to repeatedly test the system totally three times in a
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Figure 8.1: System flow in feedback mode

Figure 8.2: User page

row by using different keywords, questions, and other settings because I needed to

collect a number of user evaluations for reliable results analysis. Remind that the

users should evaluate the obtained results by selecting a decision between relevance

or irrelevance as presented in Figure 8.3. Optionally, I asked the users to input

an intention to describe a reason why they used the keywords and what were their

intention. This information should be used for the system’s discussion. Moreover,

on this page, not only my search system was proposed, but the traditional search

engine system was also presented here. Therefore the users must validate the results

acquired by both systems. The user responses were collected in the database as well

as were used to analyze and compare performance between them.
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Figure 8.3: Illustrating the results of query in feedback mode

After the users completed their evaluation in each iteration, the users must

submit a button locating at the bottom of the page in order to send the feedbacks

to store into the database. Note that, to count as one time queried, the number of

results should not be zero; otherwise, the users must select other keywords.

Figure 8.4: Questionnaire page

Finally, the feedback process moved to the final page, a questionnaire page

(Figure 8.4). The users could give a score or left comments to questions. I used a

technique called visual analysis scale (VAS) to scale scores to each question. The
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submit button locating at the bottom of the page should be clicked after all questions

were completely fulfilled.

8.4 User Feedback Evaluation

In this section, I mainly described the experiment results, evaluation, and

analysis.

8.4.1 Participants

Ten participants attended the evaluation process. According to the limitation

of the domains of the dataset, the participants should study or experience about

either biology or computer, because they needed to consider the obtained results

whether relevance or irrelevance based on their keywords and intention. One partic-

ipant has an experience about biology, and the rest have studied about computer.

Their nationality is Thai, and their age is between 25-35 years old. An average of

ages is 31 years old. A standard deviation is 3.03. Two participants are male, and

the rest are female. However, gender is a trivial factor for my evaluation.

8.4.2 Results and Analysis

My dataset was gathered from academic literatures whose sources were IEEE

Xplore Digital Library, PubMed, and Google scholar. Note that publications ob-

tained from Google scholar related to keywords such as machine learning, data min-

ing, and artificial intelligent. The total number of data were 636 images separated

to biology 138 images and computer 498 images. There were two types of graphs:

170 images for bar graph and 466 images for 2Dcharts. The images were collected

from several publications. Figure 8.5 presents the keywords that each participant

selected for each experiment iteration. Also, the data applicable to the system was

only graph images whose types were bar graph and 2Dchart.
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Figure 8.5: Selected keywords for each participant and experiment iteration

After 10 participants completely tested and evaluated on both systems. I

statistically analyzed the results by computing three performance measurements:

precision, recall, and F-measure, as demonstrated in Figure 8.6. Precision is a

ratio of retrieved instances identified as relevance. The recall is a ratio of relevant

instances that are retrieved. Both performance models are good measurements to

deal an imbalance dataset. For example, the data with relevant class is very rare

compared to the irrelevant ones; in another word, the precision and recall depends on

how rare is the positive class existed in the dataset, and they are mostly used when

the positive class is more interesting than the negative one. Moreover, F-measure is

a mean between precision and recall representing an accuracy of the test and how

the quality of the system.

130



Chapter 8. Experiment and Evaluation

Figure 8.6: Statistical results analyzed by three performance models: precision,
recall, and F-measure

Hereafter, I showed the results, including their critical viewpoints.

Based on my observation in Figure 8.5 and 8.6, I noticed that even the partic-

ipants selected the same keywords, the performance models might not be equal. For

example, the keywords from Participant 3 at the first iteration and Participant 7

at the second iteration were defined as “accuracy, comparison”. This situation was

happened because of two reasons. First, particular settings had been performed.

Illustrating that a participant might choose a condition that allowed only results

typed as a bar graph; whilst another participant did not set any condition. Then,

the obtained results might differ due to the different settings. Second, the partici-

pants were determiners to decide the results whether relevance or irrelevance; thus,

the decision might be different depended on their consideration.
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Before I proceeded the experiments, I defined a hypothesis that such results

retrieved from the ontology-based search system should be outperformed than the

traditional one, i.e., ES. Most results (Figure 8.6) agreed my hypothesis, but a

few results did not. The ontology-based search engine could acquire the relevant

results by using AND operator; since they certainly matched to an intention of

participants. Unfortunately, a number of retrieved results were sometimes too small

because only exact matches had been obtained by the systems that caused a small

amount of recall. As the recall from Participant 9 and 10, the participants selected

some specific keywords, and only one result was acquired on each iteration. They

decided it as relevance; hence, the precision was high, as opposed to recall. In

my dataset, there were some results relevant to the keywords, but they could not

show on a screen. They could not find the certain keywords, but their synonyms

or related words had been discovered. For example, the “decision tree, accuracy”

keywords were selected by Participant 10. She needed to examine the accuracy

of decision tree algorithm. Note that several documents collected in the dataset

indirectly mentioned about decision tree algorithm. They used the decision tree

algorithm name instead, e.g., J48. My system could return the result containing

both keywords but could not for J48. ES could obtain an amount of results that

related to “accuracy” which accidentally matched to J48. Therefore, the recall of ES

was higher, but the precision was lower than my system. In a particular situation,

my proposed system provided low recall because of a small size of dataset. However,

high precision was obtained by my proposed system because most retrieved results

were relevant. If the size of the dataset was extended, the problem of the low recall

should be solved, and the high precision might be served ideally.

The precision and recall from Participant 4 in the last iteration were zero

because no relevant results were returned from both systems. She used a keyword

“heart rate”; unfortunately, there was not any data in my dataset relating to the

“heart rate” Based on my inspection, most returned results were regarded as heart

disease and did not mention about heart rate. Moreover, this issue also happened

with Participant 3 in the last iteration of the ES-based system. She selected a very

simple keyword “image” to find graphs that related about image. However, the num-

ber of results retrieved from ES was zero because of her query setting. She required
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only the image that the “image” keyword existed inside the graph, for instance, in

X- or Y-titles. The ES-based system could not support this requirement. This was

an evidence that my system could handle this specification, and the participants

could literately obtain the relevant results.

Figure 8.7: Average precision, recall, and F-measure from ES-based and ontology-
based search engine systems

Regarding performance of both systems, I briefly analyzed and computed the

results with the three performance models as average values, as presented in Figure

8.7. Obviously, the precision of my system was much higher than the ES because

the participants considered that my system could mostly provide relevant results by

using the specific questions, condition, and features; meanwhile, the ES-based search

engine system provided the results based on only given keywords. However, the recall

of my system was lower compared to the ES-based system, because currently, the

ontology-based system did not support synonym or related words. Fortunately, this

problem could be simply solved by connecting to other ontologies, such as DBpedia,

to inquire about other related words and use them as extra keywords.

To compare the performance between both systems, this was difficult to use
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either precision or recall to consider the system performance. Therefore, I computed

the F-measure, which is the harmonic mean of precision and recall. After I analyzed

it, the F-measure from my system was clearly much higher than ES one. In general,

the high F-measure represents the better system performance. In addition, in the

questionnaire page, the participants gave scores to questions asking about system

coverage, usability, and functionality. An average score of Question 9 was one of

supportive evidence to evaluate the system performance (Figure 8.8). Hence, my

system was confidently outperformed than the ES-based system.

Figure 8.8: Mean of scores

Figure 8.9: List of questions

Figure 8.9 shows a list of questions. Question 1 to 3 represent system coverage.

For example, “do the provided questions cover your need for inquiry the system?”

Question 4 to 11 ask about system usability, such as how suitable a layout of the

user interface, how speed, how accuracy, and how useful to a study. The rest,

134



Chapter 8. Experiment and Evaluation

i.e., Question 13, asks about functionality, such as error handling. Note that some

question numbers are skipped because they are comments.

I considered the obtained scores of each question. I focused on the Question 1,

2, 3, 9, and 11 because they were very important questions to validate the system.

I assumed a range of satisfaction as showing follows:

Figure 8.10: Standard deviation of scores

Figure 8.11: Scores of each question in Questionnaire page provided by 10 par-
ticipants

• 100-80 = Very satisfied

• 79-60 = Satisfied
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Figure 8.12: True performance of the search engine system without outliers

• 59-40 = Neural

• 39-20 = Poor

• 19-0 = Bad

The average scores from those questions were classified as Very satisfied. This

could be concluded that my system was suitable to open up a new way for a novel

technique of information retrieval because not only the high performance was pre-

sented as described above, but the participants also felt comfortable to use the

system because it could support the research studies of the participants as displayed

in Figure 8.8 at Question 11.

Here, I analyzed scores representing the satisfaction values provided by the

participants. Figure 8.11 depicts the assigned scores of questions for each participant.

As my observation, a participant gave some comments because she thought that the

system should improve somehow due to less score of Question 1, 2, and 11 obtained

by Participant 3. Her scores were not in a normal range of standard deviation (Figure
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8.10). Her opinions were about a small volume of the dataset. As described my data

collection, the size of the dataset was 636 graph images; since she possibly did not

obtain any result from the system if she used too specific keywords. Moreover,

she is interested in video comparison and temporal comparison; unfortunately, my

computer dataset domain was only about data mining and machine learning.

To show the true performance of the system, I tried to omit outliers from

the results; hence, the results from Participant 3 should be removed. Then, the

precision of my system slightly rose from 0.923 to 0.935. The recall of ES-based

system reduced after the outlier was omitted that caused the similar recall value

to the ontology-based search engine system. However, F-measure of both systems

trivially decreased, but the difference of the value was not changed. Figure 8.12

depicts the true performance of both search engine systems that already omitted

outliers from the results.
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Discussion

In Chapter 8, I presented about the experiments and evaluations comparing

between ES-based and ontology-based search engine systems. The experiments had

been carried out by 10 participants, who have experienced in biology or computer

domains. They used the systems to inquire three questions with specific keywords

that related to biology or computer domains. They analyzed obtained results and

decided which either relevance or irrelevance class should be selected. As the results

in the previous chapter, my system was evidently outperformed than the traditional

system (ES) because the F-measure of my system was higher than the other one.

This chapter is devoted to the discussion of this dissertation. The signifi-

cant findings from the proposed methods and experiments should be described here.

Moreover, I will introduce an extended idea and possibilities based on facts and the

findings.

In the first section, I will summarize what I have done for this dissertation,

including the core findings found in each study. Next, I will discuss them and

introduce possible ways to improve the studies.
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9.1 Findings of this dissertation

Nowadays, information retrieval plays a vital role in daily life due to a huge

volume of data available on the Internet. This is surely difficult to people to seek

what they need on the Internet manually. The search engine is a solution to this

issue. Until now, research on information retrieval has been further advanced by uti-

lizing semantic concepts, such as data mining and ontology. I attempted to address

critical problems that could be solved by my proposed methods. In this disserta-

tion, I proposed the methods to construct a novel search engine system applicable

to an ontology storing graph information. I completed many works, designed pos-

sible solutions, conducted experiments, and discussed new findings discovered from

evaluation results.

In Table 9.1, I summarized and listed the works done in my dissertation,

including the core findings of each, as follows:

Table 9.1: List of studies and their core findings

Methods Findings

Graph-type classification ANNSVM is outperformed than CNNs

Graph components extraction and iden-
tification

Adjustable Epsilon is suitable to locate
the position of graph components

Graph-based OCR correction The results suggested by ontology is
more accurate than the ones suggested
by edit distance

Graph information extraction More relevant and extended informa-
tion are retrieved after querying on on-
tology

Prototype of graph-based search engine
system

F-measure of the proposed system is
higher than the traditional system

In Chapter 3, I introduced the graph classification method. It could distinguish

between the bar graph and the 2Dchart by using discrete Fourier transform, Hough

transformation, and wavelet transformation. I conducted experiments by comparing

the performance of systems dealing with several different datasets. Based on the

experimental results, I found that CNN was an unsuitable method to deal with the
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graph image due to low accuracy. The wavelet coefficients could identify the domi-

nant characteristics from the graphs outperforming than the Hough transformation,

especially Coiflet 1. However, to make my dataset more separable, I decided to as-

semble the result data from wavelet coefficients and Hough transformation together.

ANNSVM provided a remarkable accuracy, up to 0.91. Note that this system can

classify the types of graphs, i.e. bar graph and 2Dchart, effectively. During I im-

plemented the search engine system (the final system), I could distinguish the types

manually because a number of data were small. Moreover, to show a concept of

the classification system, I omitted this process to increase a precision of the overall

system. However, if the size of data volume was increased, this system was surely

necessary.

I presented the graph components extraction and identification system pre-

sented in Chapter 4. To accomplish the problem, I adapted DBSCAN to automat-

ically estimate a proper Epsilon value for each data. I evaluated the system by

benchmarking the performance between the proposed system with flexible Epsilon

and another with fixed Epsilon. The proposed method provided very high identi-

fication rate, 0.93; whereas the other was only 0.31. This was because it returned

the results as original images that contained many irrelevant parts. In other words,

DBSCAN with fixed Epsilon could not detect the legend properly.

The OCR-error correction had been proposed in Chapter 5. I used a con-

structed ontology and other online ontology to suggest correct words to error ones.

The results of correction were validated by comparing the performance between the

proposed method, which used an ontology, and a traditional one, which used edit

distance. The proposed method provided the highest F-measure and accuracy, 0.86

and 0.84 respectively.

Not only the graph components are important features to create the ontology

for my semantic search engine, but also graph information resided in a data section

of the graph is necessary. I proposed a method of graph information extraction

in Chapter 6. It used to extract tendency of data plots, bar height, and significant

relationship of graphs. I made some simulations to prove the validation of the system.

I found that I could obtain a number of tokens unavailable in the captions of the
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graphs but were instead taken from other graphs sharing the same concepts, such as

quantification and plasma. This proved that my proposed method could introduce

new knowledge by utilizing ontology concept.

I integrated entire proposed systems to a semantic search engine system in

Chapter 7. I implemented a web-based application connected to my constructed

ontology. The ontology recorded all information extracted from the previous meth-

ods. The F-measure from my system was much higher than the ES-based system,

which represented a better quality of the search engine system. This summary also

agreeable to the result from questionnaires gathered from the participants.

From the results analysis of the whole study, essential findings in this disser-

tation had been found based on the facts of the study. They were listed as below.

• CNN was unsuitable for classifying images if the image edge was only a trivial

characteristics for classification.

• The most suitable wavelet coefficient applied to my dataset was Coiflet 1.

• The wavelet coefficients could identify the dominant characteristics from the

graphs outperforming than the Hough transformation.

• An order of algorithms was a trivial matter; in other words, SVMANN and

ANNSVM were similar.

• The 5-layer ANNs is applicable to my target data.

• Based on my observation, the graph component extraction system can excel-

lently handle the graph image who legend quite separates from other surround-

ings.

• The graph component extraction can support the OCR-error correction system

because it helps to reduce the noise ratio from the input images.

• The correct word suggested from the ontology is more accurate than edit dis-

tance.
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• In my opinion, a scope of the question to query the information from graphs

was more expanded than a traditional search engine that uses keywords and

obtains document relevant to the keywords.

• Ontology offers concise knowledge that cannot be done by the traditional

search engine.

• Ontology-based search engine provides extended information outperforming

than the traditional one.

• Users are satisfied to use the ontology-based search system because most users

feel comfortable to use it.

During the studies, not only essential findings, which are corresponding to

the facts from the experiments, but the byproduct findings should also be described

here. They are the findings derived from the experiments but do not relate to the

core of the studies. As the following list, I showed the byproduct findings found in

this research.

• A low image quality highly affects to the performance to the systems.

• Irrelevant parts included in the extractable legend also negatively affects clas-

sification performance.

• A query time in SPARQL was longer than querying in a database.

• The input image should be cleaned as much as possible to prevent OCR mis-

understanding because they interfere the recognition process.

• To realize the characteristics of the frequency domain in an image containing

texts, the high-frequency area is denser than other areas in the DFT images.

Similar to the image not containing texts, a difference is that its density in the

high-frequency area is smaller than the image containing texts. To sum up,

the image with texts has a higher frequency than the one without texts.

• Based on my ontology structure, it is possible to indicate a category that a

graph belongs to by using NER class.
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• Regards the OCR process, a space between alphabet characters in a word also

provides a confusion to the OCR because the OCRCR may recognize the word

separately even it should be one word.

I discovered several interesting findings that I had never expected before. I

used the ontology-based search engine system and selected a question about graph

relationships. I inputted some keywords and obtained the results that I required for.

I obtained several graphs corresponding to the keywords. After I collected the results

of graph relationships, I found some similarities. Surprisingly, the obtained graph

axis relationships provided around 10% to 20% similarity when compared to the

graphs corresponding to the keywords. For example, the keywords “accuracy, per-

formance” were inputted to my search engine system and obtain five graphs relating

to the keywords, including their graph axis relationships. I examined the similarity

among the graphs. The proportion of the graph axis relationship’s similarity was

20%. This represented that the graphs related to the same keywords should have

corresponding relationships partially. This finding can be used to discover other

graphs that contain the similar relationships in other documents.

Moreover, I examined the results of token relationships by inquiring the sys-

tem. The ontology-based search system can cope a variant expression of words. I

simulated some keywords that represented a similar expression and inputted them

to the system to find their token relationships. The results showed that some same

relationships were acquired. The rate of identical relationships appeared was around

30% to 40%. Therefore, the similar keyword expression can obtain the identical rela-

tionships. For example, I inputted two set of keywords: “method, performance” for

the first iteration and “algorithm, performance” for the second iteration. I collected

the relationships from both iteration and compared them to find the identical rela-

tionships. I obtained an identical ratio about 36%. With this finding, it is possible

to find other relevant description contents, e.g., paragraphs, in multiple documents.

For example, I obtain a token relationship in a sentence, and I find other paragraphs

that contain the same token relationship. Since, the relevant description contents

should be expanded.
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9.2 Discussion of this dissertation

This dissertation aimed to address many problems that can be solved by each

system. The problem of the semantic gap, which was the core problem, could be ad-

dressed by my main system. The results obtained from the final system represented

the end results of the whole system because I integrated the systems to create the

data for the final system and used it to interpret and express the output to users.

The critical point needed to be discussed here was how the whole system can

achieve the problem of the semantic gap. The main idea of this research was to

propose methods extracting information from graphical and linguistic representa-

tions as well as utilize them to express explicit and implicit knowledge. I used the

method of graph component extraction and graph information extraction to extract

information from the graphical data, including graphs’ linguistic data, e.g. caption.

Then, they were recorded into ontology; since the final system was an application

to show the results from the ontology.

As regards to the ES-based system, it was a keyword-based search system;

since, it could not provide the information located in graphical images, only image

descriptions available.

I measured the true performance of the whole systems corresponding to the

results obtained from the final system that already omitted outliers. As the results,

the precision was greatly high comparing to the ES-based system, 0.935 and 0.406

respectively. However, the recall of my system was slightly lower. To analyze the

recall of both systems, my system offered a lower value, but it was almost similar

to the recall of the ES-based system. In another word, the difference between those

recall values, which was equal to 0.02, was very trivial. Thus, if I analyzed the recall

only, the performances from both systems were very similar. Regards the F-measure,

my system provided higher F-measure than the other. This means that my system

represented the better performance. To sum up, based on the evidence described

here, my ontology-based search engine system can overcome the addressed problem,

because it offers the higher precision and F-measure comparing to the ES-based

search engine system.
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At the current state, I attempted to propose several methods as well as de-

signed database and ontology schemes to achieve the main objectives of the research.

The performance of entire systems had been evaluated as I presented in the previous

chapters. However, there are many ways to improve the performance of the system.

9.3 Limitations and possibilities of the study

I will introduce their limitations and improvement ways for every system in-

cluding an explanation of the target data. Moreover, based on the findings, I extend

ideas to introduce possibilities that are the ways to utilize the findings to other study

directions. Table 9.2 demonstrates a summarization of limitations for each proposed

systems.

Regarding the target data of this study, a collection of graph images had been

used for the experiments of each system. The data were gathered from the scientific

literature. This system had covered computer science and biology domains. The

graphs from different domains provide a diversity of data expression. In a viewpoint

of the data domain, a possible solution to handle the variant data expression is to

integrate ontologies from other’s domains, such as Physics or Biology. In contrast,

about different graph structure aspect, my system can extract precise information

from graphs with the general structure, not including tree graph or network. To deal

with other kinds of graph structures, it is necessary to propose particular methods

to extract information from them because of a diversity of graph expression existed.

There are many ontologies publishing on the Internet. To extend my ontology, I need

to merge mine and other ontologies together. A coverage of the system should depend

on what domain of the ontologies is integrated with. However, to integrate them, this

is necessary to take into account to ontology alignment. Kinds of interoperability

are limited because a minimal change has been required for ontology schemes in

order to merge inter-ontologies. Thus, it is important to standardize my ontology

scheme compatible to the merged ontologies. To do so, before creating the ontology,

I should examine the schemes of merged ontologies in advance and attempt to seek

what concept can be connected. Moreover, a merging process can be performed
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in many particular ways, such as manually, semi-automatically, or automatically.

Manual ontology merging is highly labor-intensive; hence, semi or entirely automated

techniques are definitely preferable. To do this, a similarity of concept relationships

should be examined. A merging system traces along relationships through ontologies

and observes which parts contain similar concepts and relationships. Also, they

may realize similarity of concepts through textual string metrics, e.g., edit distance,

including semantic knowledge and relationships. There are many kinds of graphs

available in the literature. In this study, I limited to a kind of graph presented as a

general structure, such as bar graph and plot graph, because they have been often

used in the scientific literature rather than other graph types. They are suitable to

convey the statistical data or compare results. As mentioned in Chapter 1, only two

types of graphs have been used in this research: bar graph and 2Dchart. The system

is highly applicable to these data supportive by obtaining high accuracy as shown

in the experiments. However, if I deal with either bar graph or 2Dchart, system

performance may increase somehow because of no classification errors.

Methods Limitations

Graph-type

classification

• The system could deal only simple object’s, such as

a circle and a rectangle, but could not deal complex

shapes because a part of my system, i.e., Hough trans-

formation, is not applicable to detect them.

• Suitable wavelet families would vary to input data.

• I assigned 5-layer ANNs because the input data are

non-linear separable. However, with other data, the

number of layers might be changed. The 5-layer ANNs

does not valid to every data.
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Graph

components

extraction

and

identification

• This system would not accurate if the graph contained

sparse data due to the DBSCAN’s concept.

• Also, the DBSCAN was not suitable to handle very

high density data because it would be not able separate

too dense data to clusters.

• It consumed much time processing because the auto-

matic Epsilon estimation would literately check data

several times to acquire the most possible Epsilon.

• If a graph legend did not locate at the top or right side

of graphs, this system could not detect it accurately.

Graph-based

OCR

correction

• An overall performance of the system was highly depen-

dent to online ontologies, such as DBpedia and Word-

Nets. If their endpoints are not available, the system

will be not able to service users.

• The system could deal with only English letters.

Graph

information

extraction

• Only single label of bar graph and 2Dchart as well as

a multiple data labels in bar graph were applicable to

the system.

• The system could provide precise bar heights if the Y-

scale started with zero.
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A prototype

of

graph-based

search engine

system

• The system would not rank results by their relevance

but order of appearance in my ontology.

• It still required keywords to specify the results.

• It could not filter unnecessary results before providing

to users.

• It could not provide literature information such as an

author name and a source.

Table 9.2: List of limitations of all proposed systems.

For the graph-type classification, I used a number of techniques to prepare the

dataset, including proposing a new classification, called ANNSVM. Experimental

results of this system were achievable. However, for the future benefit, the process

of the system should be simpler than the current one. I received some comments

from an expert about its complexity because there were too many steps for preparing

the dataset and classifying the types. A possible solution is to reduce the number

of processes by removing unnecessary steps. For example, I skip a process of Hough

transformation because the finding confirmed that wavelet coefficients could iden-

tify the dominant characteristics better than Hough transformation. However, it

is important to maintain the system performance in spite of omitting the Hough

transformation process. To do so, I will priorly clean irrelevant features, e.g., im-

age background, from the images before the classification process in order to emit

the graph characteristics and omit the unrelated parts. The algorithms, i.e., SVMs

and ANNs require predefined parameters. To advance this system, a system of pa-

rameter estimation may need to be integrated. Based on the finding, CNNs was

unsuitable to cope the graph images but effectively classified the photo images. To

extend classifiable graph types, I should use CNNs to classify the graph types whose

dominant characteristics was color, such as pie charts, area chart, and 3-dimensional
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bar graph. In this research, I did not take into account to 3-dimensional graphs. If I

use the system to analyze the 3-dimensional graphs, it may result in misclassification

that leads a failure to the graph information extraction system.In the classification

process, ANNs cooperated to SVMs. The number of hidden layers had been fixed

to five layers. If the number of layer increases, the classification results may not

be much different from the extant five-layers ANNs, because my data is nonlinearly

separable due to a contribution of wavelet coefficient. Wavelet coefficients calculate

at every possible scale and along every time instant and represent the similarity

extent comparing the examined section of signals to the scaled and shifted wavelets.

Generally, the high value of coefficient provides the greater the similarity between

the wavelets and the original signal and via versa. This is the main reason why the

wavelet coefficient expresses the dominant characteristics of the graphs. Based on

this fact, I realize that the results possibly apply to other algorithms, not limit to

only classification, for example, clustering. For deep discussion, I will use a clus-

tering algorithm to analyze the graphs in the same group and identify correlated

characteristics; moreover, I may realize exceptional characteristics from analyzing

outliers.

To detect the graph component, this can be handled by using the graph compo-

nent identification and extraction system. I used DBSCAN to cluster the data plots

that stay close to each other based on data density. To locate the high-density data,

Epsilon is an important factor, but it is a user-defined value. Therefore, this system

can automatically define Epsilon by analyzing the density of data. To enhance the

system quality, I should improve the speed of the system because it needed extra time

to analyze the data for defining Epsilon. To solve this, the processed data should

be reduced to decrease time-cost for processing, for example, using sub-sampling.

During the processes, an image preprocessing step should be assembled to the sys-

tem because the clustering results were sometimes incorrect due to image noise and

irrelevant data. Moreover, the graphs do not always contain legends due to single

data representation. In this case, an existence of legend needs to be identified and

confirmed beforehand by a system. It should analyze descriptive information of the

graphs and decide the graphs containing whether single or multiple data. MinPts
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is another parameter priorly defined by users. If MinPts is assigned with a suit-

able value, DBSCAN may offer good clustering results. For example, during the

experiments, I observed that I obtained only one cluster from the proposed system

because the system could not separate data into independent groups. If I obtain

a suitable MinPts, this problem may be solved. Moreover, I reviewed several doc-

uments about DBSCAN, I perceived a clustering technique, named OPTICS. Its

basic idea is similar to DBSCAN, but it addresses a problem of detecting meaning-

ful clusters in data of varying density that occurs in DBSCAN. It also requires two

parameters same as DBSCAN. If I decide to use OPTICS instead of DBSCAN, the

obtained results may be nearly indistinguishable because both algorithms use the

same Epsilon value provided by my system for clustering due to same inputted data.

Regarding a contribution of this system, it is used in many kinds of data, not limit

to images, because this idea is proposed based on a natural of an algorithm that

clusters data by analyzing density.

For OCR-error correction, the ontology was constructed by using descriptive

contents and other ontologies. It suggested correct words to errors effectively. The

system needs a support when performing to vocabularies come from other specific

domains, such as mathematics and biology, because there are untranslatable vocab-

ularies which are rarely found in a general dictionary, such as a scientific name.

Additionally, this system hardly deals with words containing non-English alphabet,

such as Greek alphabet, that usually found on mathematical documents. At this

state, I used an English language pack for OCR. Basically, my ontology had been

supported globalization. However, some localized tools should be changed, such

as dependency parser and OCR language pack, because they should be compatible

with a target language for preventing any errors. Moreover, a system analyzable

the context of sentences may be necessary to accurately select corrected suggestions.

For example, in a sentence describing the weather, there are two words suggested

by ontology in order to correct OCR errors. The system should select the one that

highly relates to the sentence context. This idea may be able to adapt to a generic

thesaurus, e.g., WordNet, to find a word candidate in graph structures of vocabulary.

Another idea is to use Google word suggestion system to support my OCR-error cor-

rection system to select corrected candidates. Moreover, a genetic algorithm may be
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a proper solution to improve an efficiency of words suggestion of this system because

this algorithm is used for optimization which helps to offer the most suitable word to

the system. As described in Section 5.2.2.3 of Chapter 5, I introduced a dictionary

named DepDic used to records the chain dependencies of the tokens. To support

this process, n-gram should be another technique to create a vocabulary storage. It

decomposes each string in sentences into letters. In my idea, it may be used to find

word candidates.

The graph information extraction was proposed to extract the graph informa-

tion established in the data section as well as to construct the database and ontology

based on the designs. During the extraction, I found some errors from a process of

bar height measurement. A cause of the error was OCR misrecognition. For this

step, I isolated a scale part of Y-axis from a graph and used OCR to recognize scale

numbers to calculate a scale ratio. To solve this, my proposed OCR error correction

is a suitable option. To do so, the OCR error correction should be adapted to be

workable with numbers, not words. To obtain the bar height, this system works well

with the images that have a standardized layout. For example, Y-axis contains a

scale started by zero. Also, it is effectively applicable to simple graph images. If

the graph contains too complex information such as noise, the current state of this

system may provide inaccurate extracted information that leads incorrect interpre-

tation. To enhance knowledge, I may interpret the quantitative data extracted from

the data section of the graph (e.g., bar heights and tendency) and map them to ontol-

ogy. For example, I interpret the bar graph and obtain tendency. In a context of its

description, it describes a trend of data with some explanation, as similar to another

graph which contains a related description. Based on this example, these relevant

graphs acquire extended information according to shared concepts. Moreover, I may

obtain unexpected information from other knowledge domains. This will happen

if I merge other ontologies with my ontology. For example, the data stored to my

ontology related to information technology. If I integrate biology ontology to my ex-

isting ontology, I may acquire interesting knowledge relating to not only biology but

also information technology. Based on this example, if I attempt to query towards

biology ontology about a protein name, I should acquire data relating to information

technology, such as statistical data about the protein, intelligent algorithms relating
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the protein, and relationships between the protein and other measurements. My

system could identify a regression type of data; thus, I possibly predict unseen data

by applying statistic analysis, such as linear or non-linear regression.

The final system is a prototype of ontology-based search engine system. This

system utilizes entire systems proposed in this dissertation. Regarding limitations,

this system does not support a lemma technique yet. Note that the lemma is a

technique to change a word to its root. There are some libraries available on the

Internet. If I integrate a lemma process to my system, the obtained results should be

enlarged, and new knowledge is also delivered. Moreover, it cannot separate between

stop words or rare words. This problem will be solved if I use text mining technique.

The size of the dataset was limited and specified only two domains. To cover the

users’ needs, the data volume should be expanded. My ontology should be integrated

with other ontologies to enlarge data source. In Question 2 of this system presented

in Chapter 7, I investigated the main idea based on sentences containing keywords

and the first sentence of the paragraph. However, to precisely obtain the main idea,

I should utilize text summarization, which is a text mining technique, to summarize

the whole paragraphs and show only a core part of paragraphs. Additionally, I

obtained the unexpected findings by observing the results of relationships. The

partial relationships should be useful if I input them into ontology because I may

discover new knowledge by tracking other relations on the ontology. In another

aspect, I may cluster the graph relationships based on their shared relationships

by using a graph or network clustering and find some similarities on the graphs

belonging to the same group. Moreover, if I utilize deep learning to the system, it is

possible to develop a question answering system based on my ontology. This function

surely facilitates users to speedily obtain desired answers. Further, the deep learning

is used for matching between text and image. They represent as vectors and using

a deep learning technique, e.g., CNNs, analyzes and matches the two vectors. If

this is used to my system, the obtained results will be unlimited to only graphs but

included other kinds of images. For example, a user needs to query the system by

using a keyword “compiler”, my system will provide graphs showing statistical data

about “compiler”, including other images, such as compiler pictures. Currently, this

system did not have a ranking feature. To order relevant graphs or documents, I
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will use the deep learning to rank the results by analyzing user interactions, such as

a click. Furthermore, based on the system’s ability, it is possible to develop a new

function integrated to my system to suggest or recommend publications to readers.

When they use my existed system to query relevant graphs corresponding to their

keywords, some relationships have been discovered in the graphs. The new function

recommends the publications corresponding to the relationships; since the readers

can decide which documents are worth to read. Regarding the ontology creation,

the ontology scheme maybe able to deduce by data itself. If there is a system that

can analyze the data and result some existed concepts and relations, this is possible

to create the ontology scheme automatically. In the present, existing technologies

may be not suffice to handle all information in variant graphs. The most difficult

issue should be a method to realize the data in the graphs perfectly because there are

many image noises and unnecessary information that need to be omitted beforehand.

During the experiments and evaluations, I received many useful feedbacks and

comments from the participants in order to improve the system usability as follows:

• At the result section of the search page, I should include sources of documents,

such as a publication URL and a paper’s title.

• I should enlarge the size of the dataset, including expanding data domains to

cover all needs.

• I should redesign option selections in the search page to be simpler.

• The layout of the prototype should be organized to prevent confusion.

As the comments above, they required a interface improvement to support user

convenient. The participants did not deny the idea of method and my assumption

supported by results from questionnaire and evaluation.

Here, I present practical contributions acquiring from this dissertation.

• New method of the graph-type classification system.
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• New method of graph component extraction.

• Adaptive DBSCAN with automatic Epsilon estimation.

• New method of OCR-error correction using ontologies.

• New method of graph-content extraction to obtain knowledge from a data

section of the graph.

• New prototype of ontology-based search engine system.

• New design of the relational database to collect typical graph information and

user feedback evaluation.

• New ontology design supporting OCR-error correction and search system by

storing extractable graph information and graph’s descriptions.

In conclusion, this dissertation proposed several systems relating to extract-

ing essential information from the graphs and also contributed many benefits to

academic researchers. In this dissertation, I clarify that the ontology-based search

engine system provides precise and concise graph information outperforming than

the ES-based search engine system. It had been proved by the user feedback evalu-

ation. The F-measure of the ontology-based search engine system was higher than

another that represented a better performance. Moreover, based on the user ques-

tionnaire responded, the participants are satisfactory to use the system. The main

contribution of this dissertation is the novel ontology-based search engine system

together with the new design of ontology that is applicable to graph information.
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Conclusions and Future Works

In this final chapter, I summarize my dissertation. Moreover, I will imagine

the possible future work.

10.1 Conclusions

This dissertation presented a novel search engine system that utilized ontology

and a relational database, including proposing several methods for graph image

information extraction. My main objectives of this dissertation were presented as

follows:

• To narrow the problem of semantic gap.

• To distinguish the graph types and propose a new graph-type classification

system.

• To extract and locate the graph components.

• To suggest a new solution of Epsilon estimation for DBSCAN.

• To design ontology for a semantic-based OCR-error correction system and

search engine.
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• To extract extended information from the data section of the graph.

• To create a prototype of ontology-based graph search engine system.

• To evaluate the ontology-based search engine system with a traditional search

engine system.

I principally addressed the problem of semantic gap. I conducted several

experiments and evaluated the obtained results. It clearly showed that the system

can identify and extract information from graph image. Moreover, the information

were included into ontology integrated to the search system. As the results, my

system can provide the information to users via ontology. Since, I guarantee that

the problem of semantic gap was already solved by this research.

To achieve the objective of the system presented in Chapter 3, I introduced a

new graph type classification system using several independent techniques to prepare

and classify data, such as DFT, Hough transformation, and wavelet transformation.

This system contributed benefits and support to my search engine system. To effec-

tively seek specific results, this was necessary to divide the graph types beforehand

and extract significant information based on particular types. It supported three

graph types: bar graph, line and plot graphs, and pie chart. However, the pie

chart was uninvolved to the search engine system. Summing up the results, the

accuracy from the proposed method reached to 0.91. This was an evidence of high

performance system.

For the graph component extraction system presented in Chapter 4, I proposed

a method to identify and extract the graph components from the graphs, such as

X-title, Y-title, and optionally legend. To obtain X- and Y-titles, the method was

quite straightforward because they usually locate at the bottom and left sides of the

graphs, as opposed to legend. It may or may not locate in the graph. To detect it,

I used DBSCAN to capture and group the data based on data density. DBSCAN

needs Epsilon and MinPts parameters that must be set before clustering. My system

could provide suitable Epsilon automatically by analyzing data position. Moreover,

after many graph components were retrieved, this system can identify which class

158



Chapter 10. Conclusions and Future Works

the image outputs belong to. Based on the results, it can be concluded that the

research has been very successful because the accuracy rate for classification was up

to 0.93.

To overcome the goal of the system presented in Chapter 5, I designed an

ontology and construct a novel OCR-error correction system. After I obtained the

graph components from the previous system, I used OCR to recognize and convert

texts to digitalized data. However, the misrecognition might occur. This system

coped this problematic by using a suggestion from the ontology. In experiments, I

compared performance between ontology-based and edit distance-based OCR error

corrections. As the results obtained from the experiments, I acquired high accuracy

and F-measure: 0.84% and 0.86% respectively. Moreover, I considered about image

noise that might be the critical factor to reduce the performance of the system.

I used the proposed graph component extraction to obtain cleaned outputs. The

results showed that the noise ratio was decreased comparing to a tradition image

partition around 0.19%.

To fulfill my target of the research in Chapter 6, I must extract graph informa-

tion located in the data section. I proposed a new graph information extraction to

examine how high of bars, how trends of data, and significant relationships. More-

over, I designed an ontology and database that support both OCR-error correction

and search engine system. To evaluate the system, I set up some simulations based

on possible questions asked by users. I observed the obtained results from each

simulation.

I integrated all implemented systems into one main system to extract the total

information I needed from the graphs as well as constructed ontology and database.

I programmed a web-based application applicable to search and query thought my

constructed ontology created by all extractable graph information. Ten participants

helped me to evaluate the systems. They could select specific questions, settings, and

input some keywords. They considered the returned results as either relevance or

irrelevance. I validated the performance between my ontology-based and ES-based

search engine systems. As the results, I concluded that my ontology-based search

engine systems provided better performance than the traditional one due to higher
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F-measure obtained. Moreover, the result from a questionnaire was supported my

conclusion.

Regarding the limitations of the study, this system had covered the data from

computer science and biology domains. However, it was also applicable to other

domains if we expanded the target data. Due to graph types and a kind of graph

limited, it could express the information extracted only from bar graph and 2Dchart

which were in a general graph structure.

In conclusion, I proposed the systems to extract the graphical and linguistic

information from the graph image itself and its descriptions. The system provided

the great performance measurements; since it proved that it can mitigate the seman-

tic gap problem and achieve entire objectives. It clarified that the ontology-based

search engine system provides precise and concise graph information outperform-

ing than traditional search engine systems. The major contribution is not only the

new method of ontology-based search engine system but also an ontology design

supporting graph information and descriptions.

10.2 Future works

Further study of the issue would be of interest. To outline the directions

of future work, the size of data should increase, and the domain of data should

expand to other study areas. As mentioned about this research’s contributions, the

system will provide many benefits to researchers. Therefore, to extend the data, it

should extensively cover users’ needs. To enhance the system usability, a keyword or

spelling suggestions may be necessary for the users, who do not know how to spell

the keywords or do not have ideas to select keywords. It will utilize an intelligent

technique, e.g., deep learning and data mining, to analyze user behaviors and suggest

them the keywords. Another idea is to analyze description context to predict the

user intention and offer some possible keywords. Currently, the system sometimes

provides massive information to users. If the system can be improved by using

advanced data mining techniques to make a decision which information is usable or

unusable. Further, a question answering system will be introduced by deep learning
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in the future. If these functions will be proposed, the ontology-based search engine

is surely much more powerful. Moreover, this will be great if the ontology of this

system is applicable to other domains of ontology, such as gene ontology or electronic

ontology. Currently, the ontology had been designed and constructed manually.

However, in the future, it is possible that there is a system that will generate the

ontology automatically by referring some existing structures and relationships, such

as dependency parsing in sentences. The usefulness of this system will be extended

if it works with not only graph images but also other images. If that is possible, a

system used for image interpretation will be feasible.
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Appendix B

Background of generic search

engines

B.1 System Evaluation Background (Appendix part)

ES is an open-source distributed repository built on the top of Lucene and

efficiently copes a huge amount of data. Moreover, it provides a simple and potent

application programming interface (API) that allows many applications created from

various programming languages access to the repository at ease. The most powerful

feature in ES is a mapping process. It is similar to a schema definition in rela-

tional databases; in another word, it is a schema of every index in ES. Because of

this feature, ES can comfortably deal with complex or multiple index. Moreover,

ES accesses to databases only when it creates or update index. It stores the index

and data into its repository that helps to increase the speed of adding new docu-

ments. ES offers the robust query domain specific language (query DSL) included

in its search APIs [80], for example, filter, bool, and match all. To manipulate the

document’s relevancy score, ES can provide the impression of precision and recall

regardless of any retrieval strategy has been used for querying. With some DSLs,

I can obtain the perfect recall. For example, Fuzziness is a DSL query type to in-

dicate how many edits can be adapted to a keyword term, which I need to find its
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match. Simulating that I input a keyword ”month”, the relevant documents should

be returned. Then, with Fuzziness, another edited keyword is still valid for query

the relevant documents, such as ”mouth”. This is obvious that recall probably in-

creases, as opposed to precision. In the other hand, I admitted that, for information

retrieval, the considerable performance score should be precision. There are several

DSLs that helps to enhance the precision score, such as bool, filters, and min score.

For example, I use min score to define a minimum score threshold to exclude docu-

ments that match less than the defined minimum value. By this query, I can only

interest in the most relevant results from entire retrieved data; thus, the very high

precision should be obtained. Based on the evidences above, ES is a high potential

search engine software that provides many flexible query APIs. To state how the

precision and recall are, it depends on diverse factors such as user strategies and

techniques, a way to structure queries, and index definition.

Solr is another open-source search engine software which is also built on Lucene

for indexing, searching and analyzing as same as ES. It also provides a fast response

based on restful APIs that have a request method on HTTP. It contains many fea-

tures, such as facets navigation, query language supports structured, and search

results clustering. Both ES and Solr are proper solutions for general information

retrieval needs, because they are mature, stable and having a great support from

big community. However, some difference does exist. The first difference between

both is about the distributions [63]. Solr consume more space in hard drive than

ES around five times because Solr distribution includes optional functionality in-

stalled simultaneously with the base program, such as a testing framework and a

monitoring tool. Meanwhile, ES installs only the base code, but users can manually

add plugins. For example, in preprocessing, ES use another separate module, called

logslash, to read data from a database; whilst, Solr integrates preprocessing, index-

ing, and searching modules together. The second difference is found in the cluster

management. ES can form a cluster with only one node, which represents a single

server, while Solr uses three nodes; thus, ES is a litter simpler than Solr to manage

clustering. I regarded the performance between both systems and realized that they

showed similar results on the dataset [3, 63], because they use Lucene for indexing
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and searching. Therefore, in term of relevancy, users can choose either ES or Solr,

but ES is a little better than Solr in term of speed and resource management.

Sphinx is an open-source search engine for searching in data from different

sources, e.g. relational databases. It is a stand alone and light-weight program. Its

indexing process is quite fast comparing to others because of directly connecting to

database, but the index cannot be updated new documents after created. From this

reason, the indexing process between ES and Sphinx seem to be different. Moreover,

the indexing in ES is much flexible to deal with plural tables and can properly cope

to multiple indexes easier than Sphinxs due to effective mapping process in ES. To

analyze the speed of indexing and searching, search engine systems based on Lucene

are faster than Sphinx [58]. However, regarding the relevance performance, I realized

that ES should provide better results than Sphinx because ES offers several DSL

that can advance precision and recall. Unlike Sphinx, the index can be constructed

based on structured query language (SQL) query that may limit some functions, for

example, SQL query cannot cope a fuzzy case, but ES can by using Fuzziness. As

noted above, this Fuzziness improves the relevance score.

DB2 text search extender is a part of IBM database, named DB2. It is a com-

mercial software from IBM. This part is an extension of database used for searching

and indexing text. Based on information in official website [41], the indexing pro-

cess is fast even on a large size of dataset, and multiple document formats have

been supported. However, for its indexing process, it uses SQL command to create

an index, which is similar to Sphinx; since, after I realized the limitation of SQL

command, as presented above, this program may unmatched to this dissertation’s

purpose, because I attempted to benchmark several search engine systems to find

which provides the best relevance score.

The state-of-art work was presented in [62]. Li et al. attempted to address

a problem for user knowledge limited or do not know an actual keyword to search

to their search engine; thus, a user possibly tried to input some keywords as correct

as possible in order to obtain needed information. They proposed a powerful search

engine composing incremental-search algorithms and type-ahead search. Their focus

was to increase querying speed by using cache on client’s side as well as to improve
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recall by allowing to retrieve more results from one specific keywords, for example,

the user inputs a person name ”Jone” and retrieve some related results. With the

type-ahead search technique, another name which is similar to the keyword also allow

to be used ”Jane”. Unfortunately, its functionality is limited because this application

may be difficult to deal with a complex index, and it is also uncomfortable to create

a search engine based on this application.

I describe the background of selected search engines comprising ES, Solr,

Sphinx, DB2 text search extender, and the state-of-art work from [62]. I chose

them because these were effective, stable, great supports, and famous. They had

been recommended from many communities. The one I selected to use for creating

the common search engine compared to my ontology-based graph search engine is

ES because ES takes an advance than others in viewpoint of indexing, searching,

and speed as mentioned above. Table B.1 shows a summary of the classic search

engines and their features.
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Program

name
Particular features

ES

• Indexing is based on Lucene.

• It is fast and stable.

• Restful API is available.

• It can deal with a large size of data with a complex

index.

• It allows to create multiple indexes.

• Search APIs is officially provided and easy to use.

• Query DSLs is a main factor to enhance system per-

formance.

• It is an open source program.

Solr

• Indexing is based on Lucene.

• It is fast and stable.

• In a viewpoint of relevance, it is not greatly different

to ES.

• In a viewpoint of speed and management, it is great,

but ES is slightly better.

• Restful API is available.

• It is an open source program.
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Sphinx

• It is stand alone and light-weight program.

• It can deal with simple search perfectly.

• It still need to be developed to cope a large data with

a complex index.

• For indexing and searching, it uses SQL command, and

no particular API is available.

• It is an open source program.

DB2 text

search

extender

• It is a commercial software.

• It is an extension of IBM database named DB2

• It is fast and good to handle a large data size.

• For indexing and searching, it uses SQL command, and

no particular API is available.
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The system

from [62]

• It is a new method to create an efficient search engine.

• It consists of incremental-search algorithms and type-

ahead search.

• It can cope a case of fuzzy keyword.

• It can search documents within milliseconds by using

cache.

• Further development is needed, particularly function-

ality.

Table B.1: Summary of classic search engines and their features.
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