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Abstract 

 

In this doctoral dissertation, I proposed a new healthcare system focusing on emotional 

aspects to cope with daily negative emotional health.  

To make the healthcare system more attractive and effective, I proposed a breathing control 

application for a relaxation service using a deep breathing technique and augmented reality 

to increase user relaxation and decrease user stress. My evaluation results suggested that 

the breathing control application for the relaxation service decreased stress and the 

augmented reality helped users decrease stress more quickly than only the deep breathing 

technique.  

To make the healthcare system more effective and intelligent, I integrated emotion 

recognition by facial expression. To increase the accuracy of existing facial emotion 

recognitions, I proposed the Complementary Directional Ternary Pattern (CDTP) 

algorithm to recognize emotions. CDTP was designed to decrease the size of DTP feature 

vectors and to reduce the feature redundancy in pattern representation while maintaining 

the integrity of the extracted feature. My evaluation results indicated that CDTP with SVM 

recognized basic emotions with high accuracy and performance. 

However, emotion recognition from facial expression gives confusion issue on recognition. 

To solve this and increase the accuracy and the efficiency of the emotion recognition by 

facial expression, I integrated emotion recognition from ECG signal. To recognize 

emotions from ECG signal, I adapted LBP, LTP and CLTP, all of which are favorable local 

pattern description methods for emotion recognition by facial expression. My evaluation 

results indicated that LBP and LTP effectively extracted ECG features with high accuracy 

using a k-NN classifier. 
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To apply my proposed system in a real environment, I built a prototype of the emotional 

healthcare system. The experimental results showed that the breathing control application 

of the relaxation services also effectively decreased negative emotions. The emotion 

recognition by facial expression effectively recognized negative emotions but recognizing 

some emotions caused some confusion. The results also indicated that the integration of 

emotion recognition by facial expression and ECG signal addressed the confusion issue 

and increased the accuracy of the facial emotion recognition. However, simply recognizing 

negative emotions might not be adequate to provide the relaxation service. Therefore, 

stress detection from ECG signal was integrated in this prototype to recognize stress with 

emotion recognition. Thus, emotion recognition and stress detection had a potential for the 

emotional healthcare system to provide assistance when users experienced stress or 

negative emotions. After improving the prototype’s efficiency, it became more suitable for 

practical usage. 

Based on this dissertation’s results, I achieved all research goals to construct an attractive, 

effective and intelligent emotional healthcare system using augmented reality, emotion 

recognition by facial expression and ECG signal, and stress detection from ECG signal. I 

obtained a new design of an emotional healthcare system, a new relaxation service with 

augmented reality, a new feature extraction approach (CDTP) for recognizing emotions 

from facial expression, new feature extraction approaches (LBP and LTP) for emotion 

recognition from ECG signal, a new real-time emotional healthcare system using real-time 

emotion recognition by facial expression and ECG signal, and real-time stress detection 

from ECG signal. The findings of this dissertation are also applicable to other research and 

systems, such as a new feature extraction algorithm (CDTP) for recognizing emotions from 

facial expression and new feature extraction approaches (LBP and LTP) for emotion 

recognition from ECG signal. 

 

 



 
 
 
 
 
 
 
 

 
“IF YOU CAN DREAM IT, YOU CAN DO IT” 

WALT DISNEY 

“ความพยายามอยูท่ี่ไหน ความสาํเร็จอยูท่ี่นัน่” 

(WHERE THERE IS A WILL, THERE IS A WAY) 

THAI QUOTE 
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Chapter 1 

 
 
 
 
Introduction 

 

 

 

This chapter introduces the motivation underlying my doctoral dissertation, “Healthcare 

system focusing on emotional aspect using augmented reality, facial expression and ECG 

signal.” This chapter also presents the existing research issues and problems that my 

dissertation addresses as well as its solutions. Furthermore, it describes my dissertation’s 

goals and how to achieve them. Finally, I summarize this chapter and explain an 

organization of my dissertation. 

1.1 Motivation 

In recent years, the design and implementation of smart home, intelligent space and 

healthcare systems have become very popular in the field of human computer interaction 
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(HCI) and human robot interaction (HRI). The basic idea of such systems is to 

automatically monitor both the environments and the humans in them to provide assistance 

and services (Figure 1.1). Several systems provide more support of the physical aspects of 

people and downplay the emotional aspects. Less research has focused on user emotions 

than on physical aspects. However, emotional health is as important as physical health [1-2]. 

 

 

Figure 1.1 Examples of smart homes [3], intelligent spaces [4] and healthcare systems [5] 
focusing on physical aspects of humans 
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Human generally express emotions when they experience good or bad situations. 

Positive and negative emotions can affect human behaviors, thoughts, and feelings. 

Positive emotions include happiness, pleasure, and satisfaction. Negative emotions include 

sadness, anger, anxiety, and fear [6]. People with more positive emotions can control 

themselves and address their negative emotions. However, people with more negative 

emotions experience difficulty controlling and decreasing such emotions (Figure 1.2). 

Therefore, negative emotions can lead to social and mental health problems.  

According to the World Health Organization (WHO) [7], worldwide suicide rates 

have increased by 60% in the last 45 years [8]. Unfortunately, Japan ranks among the top-

ten countries. One reason is such negative emotions as anxiety, sadness, boredom, and 

stress that are often caused by compulsory studying and excessive work.  

 

 

Figure 1.2 People with negative emotions and stress [9-10] 

To address such problems, many researches have emphasized user emotions to 

support patients in psychological, phobia, anxiety, and stress disorders [11-14]. These 

proposed systems diagnose and examine users to provide treatment plans and services for 

improving their emotional and mental states. 

However, the emotional health of ordinary people should be concerned as well. 

Some people cannot cope with or control daily negative emotions. Some might experience 

difficulty controlling or relieving stress. In the worst cases, severe psychological symptoms 

might develop and then they might become psychological patients. Therefore, they 

probably need therapy or counseling to help them cope with daily stress or negative 
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emotions (Figure 1.3). 

To cope with negative emotions in daily life and improve the emotional health of 

ordinary people, I propose a new healthcare system focusing on emotional aspects using 

augmented reality (AR). I apply AR to display virtual objects in real environments to make 

my system more attractive because it enables the interaction between users and virtual 

objects in real environments and outperforms virtual reality. AR examples are shown in 

Figure 1.4.  

 

 

Figure 1.3 Therapy for decreasing negative emotions and increasing positive emotions 
[15-17] 

 

 

Figure 1.4 Examples of AR applications [18-19] 
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1.2 Problem Statement 

In Human Computer Interaction (HCI) fields, even though several healthcare systems have 

been proposed for various kinds of patients, few systems are designed for ordinary people. 

These systems still undergo some issues that must be improved such as coping with the 

emotional health problems of ordinary people, or recognizing current emotional states. 

This section describes the problems of healthcare systems, relaxation services, and emotion 

recognition for proposing the healthcare system focusing on emotional aspects using 

augmented reality, facial expression and ECG signal to solve the problems. 

1.2.1 Healthcare systems 

Nowadays, the existing healthcare systems in the HCI concentrate more on providing 

physical healthcare at the expenses of emotional healthcare. Few emotional healthcare 

systems provide treatment to support only patients. However, the emotional/mental state of 

ordinary people is also critical and it should be concerned as well. To maintain good 

emotional/mental health, systems are necessary that help people relieve negative emotions 

and stress and encourage relaxation in daily life [20].  

In healthcare systems, the key factor for successfully addressing mental/emotional 

health problems is to increase user interest in using such systems. If healthcare systems are 

attractive, effective and intelligent, users will want to use them. They will successfully help 

users cope with their problems. Moreover, the treatment or therapy contents provided to 

users as well as the content sources are also important to make systems more attractive and 

effective. Generally, healthcare systems provide text, images, and sounds; however, since 

using these sources might not be attractive enough, as the results, treatment or therapy 

might not be effective. To increase the attractiveness of the content and the effectiveness of 

the treatment, one alternative for healthcare systems is to provide content by displaying 

virtual objects in the real world.  

Furthermore, to make treatment more effective and healthcare systems more 

intelligent, the user emotional/mental states should be aware. Thus, one necessary feature 

in healthcare systems is real-time emotion recognition that can recognize user emotions in 
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short-time durations to provide assistance when users feel bad. Real-time emotion 

recognition is critical because it can activate the system to provide appropriate 

treatment/therapy based on user emotional states [21]. However, real-time emotion 

recognition in healthcare systems that provide feedback is not as common as in other fields 

such as robotics, entertainment and the automotive industry. Real-time emotion recognition 

must be integrated into healthcare systems. Various sources also exist for recognizing such 

emotions as facial expressions, speech, body gestures or biological signals. Recognition 

sources must not be neglected; if they are more appropriate, recognition rate will be more 

accurate.  

1.2.2 Relaxation services 

Several relaxation applications in HCI fields employ many techniques to encourage user 

relaxation and reduce stress or negative emotions. However, these existing relaxation 

applications only provide text, sound, or image content for relaxing users. As mentioned in 

Section 1.2.1, not only the content itself is important but a source to display is also needed 

to make the application more effective and more attractive. Technology that displays 

virtual objects in the real world must be integrated with treatment content to improve the 

attractiveness of relaxation applications. 

1.2.3 Emotion recognition  

The popularity of research on emotion recognition by facial expressions continues to 

increase. Several researchers have proposed various feature extraction methods to improve 

the accuracy of emotion recognition by facial expression in both offline and real-time 

processes. Although no techniques can achieve 100% accuracy, the Gabor wavelet filter 

[22], Active Appearance Model (AAM) [23-24], Local Binary Pattern (LBP) [25-26], 

Directional Ternary Pattern (DTP) [27] are popular for recognizing emotions because they 

achieve higher accuracy or better performance (execution time). For real-time processes, 

simply providing high accuracy is not enough; real-time emotion recognition also needs 

good performance. However, one issue is that such feature extraction approaches as AAM 

and DTP [23, 24, and 27] with higher accuracy take more time to recognize emotions; 
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those with good performance cannot recognize emotions with adequate accuracy, such as 

LBP. To address this issue, a new feature extraction method with high accuracy and 

performance must be proposed to improve the existing methods.  

Emotion recognition using ECG signal is another favorable technique to recognize 

human emotions. In general, signal processing or medical diagnoses with statistical 

methods are applied to extract ECG features [28]. However, the accuracies of these 

techniques depend on the ability to correctly detect the components of such ECG signal as 

RR and QRS intervals, etc. In a real-time process, if the ECG signal is weak or contains 

noise, these techniques might have difficulty correctly detecting the ECG components and 

fail to get high accuracy, since ECG signal contains such noise as power line interference, 

baseline wander, muscle noise, and motion artifacts, all of which are caused by ECG 

sensors or user movements during recording the signal [29]. Therefore, applying other 

techniques to extract the ECG features from the entire ECG signal without the detection of 

RR, or QRS intervals or other ECG components is one option for real-time emotion 

recognition from ECG signal.  

1.3 Research Questions 

Regarding my problem statements, several issues of the healthcare system focusing on 

emotional aspects for ordinary people must be solved to design and build the system that 

can provide effective emotional services based on the current emotional states of users. 

Such system must be intelligent by automatically recognizing user emotions. Based on 

these issues, I investigated the following questions. 

1. How should the healthcare system focusing on emotional aspect be designed and 

which devices, applications and services are necessary for maintaining user 

emotional health? 

2. How can this system relax users, which techniques should this system apply, and 

how should the application be designed to be more attractive and effective to 

support users? 

3. How can this system detect user emotions with high accuracy and performance? 
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To answer these questions, I research, design, implement, and evaluate services, 

applications, and emotion recognition. After that, I implement the prototype of this system 

by combining each part. Finally, I experimentally evaluate the prototype in a real-time 

process to confirm its efficiency and effectiveness for recognizing user emotions and stress 

to provide appropriate services and maintain the emotional health of users.  

1.4 Research goals and contribution 

Regarding my problem statements and research questions, the new key point that existing 

healthcare systems should take into consideration is the daily emotional/mental health of 

ordinary people. Healthcare systems should improve the attractiveness of their therapy 

content and improve their intelligence to maintain good emotional/mental health for users. 

These ideas influence me to conduct this dissertation which researches on the design and 

implementation of the healthcare system focusing on emotional aspect for ordinary people. 

The research goals and contribution are described below. 

1. This dissertation proposes a new healthcare system focusing on emotional aspect.  

2. This dissertation proposes a relaxation service using augmented reality that must be 

designed and implemented to effectively relax users and improve the attractiveness 

of the treatment contents. The service’s effectiveness for decreasing stress and 

negative emotions must be verified.  

3. Emotion recognition by facial expression and ECG signal must be applied for the 

real-time recognition of user emotional states from both user appearances (outside) 

and biological signals (inside) with high accuracy and performance before/after 

providing appropriate services. 

4. Finally, the prototype of healthcare system focusing on emotional aspect must be 

implemented and evaluated to confirm its effectiveness. 
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1.5 Research Requirements 

In this section, I describe the requirements to achieve my first three research goals. 

1. I propose a new healthcare system focusing on emotional aspect because little 

research has emphasized on emotional health of ordinary people, as I explained in 

the motivation part (Section 1.1). This system is designed to support people at daily 

workplace by providing services that allow them to interact with virtual objects in 

real environments to feel more positive emotions and to decrease negative emotions 

or stress that might reduce workplace productivity. Negative emotions can also 

affect working ability and attitudes. 

2. I propose and design a relaxation service using augmented reality. The relaxation 

service should be designed first in this emotional healthcare system because 

relaxation is critical for building daily positive attitudes and good health to address 

negative emotions and stress that cause several diseases. I also design this 

relaxation service with augmented reality to improve its attractiveness to encourage 

users to use the service. Although other technologies can also improve the user 

interface’s attractiveness by images, 2D animation, or virtual reality. However, I 

choose augmented reality because it enables better interaction between users and 

virtual objects in real environments than the others, since it can display virtual 

objects in the real world. The service’s design should also combine treatment 

techniques with AR to decrease negative emotions and stress. 

3. To make the emotional healthcare system more intelligent, the emotional/mental 

states of users must be aware. Therefore, I integrate real-time emotion recognition 

so that my system can realize user emotional states to provide appropriate 

treatment/therapy in short-time duration with high accuracy and good performance. 

First, I apply emotion recognition by facial expression to my system because a 

facial expression is a natural user interface and is the most common and easiest way 

for humans to express emotions. The recognition of the emotional state of users 

using facial expressions in workplaces is easier than other sources, such as speech. 

However, emotion recognition by facial expression has limitations. For example, 

users need to express their emotions on their face; if they do not, the system is not 
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intelligent enough to provide appropriate services. Therefore, I apply emotion 

recognition and stress detection from ECG signal because they can analyze and 

capture internal user emotions and stress. ECG signal can also be utilized to analyze 

other healthcare information. Since, ECG sensors might be designed as daily 

accessories in the near future, the issue of attaching them to user bodies might be 

solved.  

1.6 Organization of dissertation 

This dissertation consists of nine chapters including this one. Figure 1.5 shows the 

relationship between my proposed healthcare system and the organization of Chapters 3 to 

7. The following are the organization of the remaining Chapters 2 to 9. 

 

 

Figure 1.5 Organization of dissertation 
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Chapter 2 presents a literature review of the current researches in healthcare 

systems, relaxation services, and emotion recognition in the HCI field that contributed to 

this dissertation. This survey is critical to achieve my dissertation goals. 

Chapter 3 presents the overall system and framework designs of my proposed 

healthcare system focusing on emotional aspects and describes its necessary support 

services, devices and modules. 

To maintain user emotional states, Chapter 4 presents the design, implementation 

and evaluation of a relaxation service, which is designed and implemented to reduce user 

stress and such negative emotions as sadness, anger and fear. After that, I conducted two 

experiments to evaluate how effectively the relaxation service decreased stress.  

Chapter 5 presents emotion recognition by facial expression because, before the 

healthcare system can maintain user emotional states, it needs emotion recognition that 

recognizes user emotions. I designed a new facial feature extraction approach that 

improves the existing approaches and implemented it to fit a real-time process. I also 

conducted three experiments to confirm the accuracy and the effectiveness of my new 

feature extraction approach. 

Based on some limitations of emotion recognition by facial expression, emotion 

recognition using ECG is applied to improve accuracy. Chapter 6 presents emotion 

recognition using ECG. The design and implementation of selected feature extraction 

approaches for emotion recognition using ECG signal are explained. Then, I conducted the 

performance evaluation to confirm the efficiency of the emotion recognition using ECG 

signal. 

To allow users to experience and evaluate my proposed healthcare system, Chapter 

7 presents a prototype that integrated the relaxation service (Chapter 4) with emotion 

recognition (Chapters 5 and 6). I conducted two experiments to evaluate the relaxation 

service and real-time emotion recognition by facial expression and ECG signal. Based on 

the results, I improved the prototype with stress detection from ECG signal and evaluated 

the improved prototype again. 

Chapter 8 discusses this dissertation especially how it was researched, built, 

evaluated, and solved. This chapter also discusses its new findings.  
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Chapter 9 concludes this dissertation and summarizes its processes, including the 

motivation to propose its topic that focused on the emotional healthcare system, its goals, 

design, implementation, and evaluation of the necessary applications in it as well as the 

proposed system’s prototype. Finally, I explain the dissertation results, its benefits, and 

future work.  



 

 

Chapter 2  

 
 
 
 
Literature Review 

 

 

 

2.1 Healthcare systems focusing on emotional aspects 

Healthcare systems in HCI are applications or systems which integrate several 

technologies to provide assistants, services and treatment to maintain users in both physical 

and mental health. Several researches about healthcare systems focus on physical aspect. 

Below is a review of the researches that focuses on emotional aspect.  

Yuanchao et al. proposed MoodMiner, which is a mood assessment system [30] that 

uses phone-based sensing techniques to sense mobile phone sensors and communication 

activities the daily moods of users. The following are the mobile phone sensors:  

 An accelerometer measures acceleration on three axes. 

 A microphone senses the sounds from the environment and the user’s voice 



CHAPTER 2.  BACKGROUND STUDY AND LITERATURE REVIEW                                  14 
                        

 
 

 GPS detects the user’s location. 

 An ambient light sensor detects the environment’s brightness and identifies the 

phone’s position such as in bag or in a pocket. 

  They also developed an application based on an Android platform to collect sensor 

data and communication logs to send such information to the server side which collects all 

the user data and creates a personalized model for preliminary analysis. This application 

shows user behavior related to the mobile phones, such as the frequency of sending 

messages, distance traveled, and so on. This application also shows the daily assessments 

of the mood of patients. 

Nakajima et al. developed a relax/refresh system that applies virtual reality 

technology [31]. Their system consists of a massage lounger, a head-mounted display 

(HMD), a standard video cassette recording (VCR), and an interface circuit that controls 

the massage chair and generates stereographic images. This system provides visual, aural 

and physical simulations that promote three stages: encouraging sleeping, and refreshing. 

 In the encouraging sleep stage, this system provides relaxing images (2D), music 

with body vibrations and soft massages to users. 

 When the user falls asleep (sleeping stage), this system dims the user’s view, lower 

the music’s volume, and stops the massages. 

 When the user wakes up (refresh stage), the system provides refreshing images 

(3D) with loud music and strong massages. 

This system relaxes and refreshes users and reduces their stress. They also 

performed the experiment to measure electrocardiogram data and calculate the activity 

level of the sympathetic nervous system and the parasympathetic nervous system to 

indicate relaxed and refreshing state. In the experiment, the participant performed some 

kind of specified visual display terminal (VDT) work for 40 minutes three times. After 

they finished performing one VDT work, they took a rest for 10 minutes by using VR 

relax/refresh system, sitting, or continue to perform VDT work. The results indicated that 

the VR relax and refresh system is effective for relaxation while using it and for 

refreshment after using it. 

Zhang Q. and research group [32] proposed e-phychotherapy. They developed a 

platform which consists of Internet Psychological Counseling (IPC) and Computer-aided 
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Counseling System (CACS). IPC has online and offline counseling methods. The online 

counseling method includes four basic operations: diagnosis, psychological, training, 

appointment and psychotherapy. These operations can operate between the group of users 

and the therapists, or between the individual and the therapist. The offline counseling 

method can support the users via forum and SMS that the users can communicate and 

consult with others who have same problems by using this method. Another module is 

CACS which is the computer assisted system for e-therapy. This system manages the 

information and provides multi-media materials and tool for counseling process. Moreover, 

it provides the self-help treatment module that the users are guided by the programs with or 

without therapists in order to improve their mental health and solve their own problems. 

For the self-help treatment, they applied the computer-aided cognitive behavior therapy 

(CCBT). The cognitive behavior therapy uses Zen and Buddhist philosophy for the 

treatment process. 

From my literature review, a few researches have focused on user emotions 

compared with researches that focus on physical aspects. Many researches which 

emphasize user emotions support psychological, phobic, anxiety, and stress disorders of 

patients. These researches provide services to treat users and improve their emotional 

health. However, the emotional health of people should not be ignored. Some people 

become psychological patients because they cannot cope with negative emotions in their 

daily life. Therefore, designing a system to cope with the negative emotions of users in 

daily life is very promising. Thus, I propose a new healthcare system that detects user 

emotions and offers support when they are suffering from negative emotions to improve 

their positive emotional states. 

2.2 Relaxation service 

Relaxation is the most important for building positive attitude and good health in daily life. 

Several researchers have designed and implemented relaxation services and applications to 

release stress. Below are some examples of relaxation services. 

Lee et al. designed stress evaluation and personal relaxation system [33]. Stress 

evaluation consists of two parts: hardware and software. Hardware part is integrated PPG 
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sensor and date acquisition. Software part is developed using LabVIEW to detect R-Peak, 

calculate R-R interval in order to analyze personal stress using LF/HF ratio of heart rate 

variability (HRV). Personal preference relaxation system is implemented to relax users 

from visual, auditory and olfactory stimulus such as natural scenes video, natural sounds, 

lemon and lavender of essential oil. 

 Pioggia et al. proposed Interreality, which is a technology-based approach to assess 

and treat stress [11]. This approach, which is based on cognitive behavioral therapy (CBT), 

provides a 3D virtual world to assist patients who are suffering from stress and stress-

related disorders. It consists of the following three virtual islands:  

 The learning island teaches patients how to relax and improve their stress 

management skills. 

 The community island provides real-life examples to help patients understand 

themselves and, reduce avoidance behaviors and unrealistic thinking. Patients are 

encouraged to discuss and share their experiences. 

 The experience island practices controlled exposure, emotional management, 

general decision making, and problem solving skills. 

Interreality also applies bio and activity sensors to provide patients behaviors and 

health state to therapists so that they can monitor their patients. With this system, therapists 

can treat and assess their patients. 

  Many relaxation services apply visual, audio or virtual reality stimulus to release 

users’ stress. To improve the effectiveness and attractiveness of existing relaxation 

services, the source to display the content is very important. Therefore, applying a new 

technology to improve relaxation service is very promising. Thus, I apply augmented 

reality (AR) which is technology that combines virtual world and real world to produce a 

new environment. AR enhances the interface by displaying two- or three-dimension 

computer graphics over real objects [34]. In general, AR is used with head-mounted 

display, computer and smart phone. AR enables the interaction between users in real world 

and virtual objects in virtual world [34-36]. Nowadays, various AR applications have been 

developed in the field of Game, Education, Entertainment, Navigation, Industrial Design, 

and Medication [34-35]. However, there is no relaxation service that applies AR with 

treatment content to relax users. 



CHAPTER 2.  BACKGROUND STUDY AND LITERATURE REVIEW                                  17 
                        

 
 

2.3 Emotion recognition in HCI 

Emotion recognition or emotion detection is essential and useful in human computer and 

human robot interaction because emotions indicate human feelings and needs [6]. Emotion 

recognition in HCI enables the compute and its application to interact with human in 

natural way. Furthermore, the computer and its application can analyze and interpret user 

emotion to provide appropriate responses.  

The following are the three main categories of techniques that have been proposed to 

recognize and classify user emotions: 

 Speech emotion recognition: identifies emotional states using voice analysis [36-

39]. These speech features such as pitch, formants, and short-term energy [28] are 

useful for emotion recognition. Thus, several feature extraction methods have been 

proposed to extract these features. These features, however, are very distinctive 

among different people and finding a standard set of numbers to correctly 

identifying emotions is very difficult [28]. Speech is moreover language specific. 

While capturing emotional state through the controlled experiment may be possible, 

implementing it in a real-time system for healthcare is still not practical. Moreover, 

the main limitation of this approach is that speech is necessary to recognize user 

emotion. Therefore, if users do not speak, his/her emotion cannot be determined.  

 Emotion recognition from facial expressions: recognizes human emotion from 

facial muscle movement, the movement of eyes, mouths or eyebrows movement 

and facial texture. Several studies have applied computer vision systems to 

automatically analyze and recognize changes in facial motion from visual 

information [40-42]. This approach has some limitations that users are required to 

animate their emotions with their face, and a camera must capture the users’ frontal 

view in order to detect and recognize user emotions. However, facial expression is 

the common and easiest way to express emotions for human. In addition, it is most 

visible modality to perceive emotions among humans around the world for natural 

communication in various social situations [43]. Furthermore, facial expression is 

more useful for detecting emotions from speech disorders as well as diagnosing 

early state of psychological disorders by recognizing an inability to express certain 
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emotional facial expressions [44]. 

 Emotion recognition using biological signals: analyzes and recognizes human 

emotional state from biological signals such as electroencephalography (EEG), 

electrocardiography (ECG), temperature, and galvanic skin response (GSR). This 

approach can recognize users’ emotion when the users are silent or do not show 

their emotion on their face or outside appearance. The use of biological signals is 

more suitable for laboratory settings. Even though the techniques can provide 

generally quite accurate results, the limitation of the adoption comes from the fact 

that the sensors can be expensive and they must be attached to the body [45-50].   

2.4 Emotion recognition by facial expression 

This section reviews two main classes [51] of facial feature extraction, namely, Geometric-

based and Appearance-based methods. In both of the approaches, computer vision and 

image processing are applied to extract facial features. Then, the expressions are 

recognized through classification techniques.   

 

2.4.1 Geometric-based approaches  

Geometric-based approaches rely on the geometry of the human face. The techniques 

extract shapes, points and locations of facial components, including eyes, eyebrows, mouth 

and nose. Once the features are extracted, the distances between them are computed to 

form feature vectors [52]. In addition, several geometric-based approaches apply model-

based techniques to detect and locate facial points [23, 24, and 53]. The model-based 

techniques [54] consider shape, appearance or pose to construct 2D or 3D models in order 

to extract necessary features. These techniques can produce high accuracy results because 

they extract both facial points and appearance features. However, geometric-based 

approaches and model-based techniques require high resolution sources and are generally 

time consuming. The approaches are thus not suitable for a real-time system [52]. 

Examples of geometric-based approaches with model-based techniques can be listed as 

follows: 
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 Active Shape Model (ASM) 

ASM [53] uses the landmark points that are determined from the training data. The 

points are then transformed using the principle component analysis (PCA) 

technique to locate the main variations of the training data. These variations are 

later used to construct a shape model. ASM, in addition, constructs a gray-level 

appearance model obtained from pixels around the landmark points and 

perpendicular to the contour. Finally, both models are used to formulate the facial 

features. 

 Active Appearance Model (AAM) 

AAM [23-24] analyzes shapes and textures of facial images. It combines shape and 

texture variations together to create a model by fitting shape and appearance 

components using PCA. It requires face images with facial points that indicate the 

necessary regions, including facial region, eyes, eyebrows, mouth and nose. AAM 

requires the texture at each point to build a facial model, which is used to extract 

the necessary features. 

2.4.2 Appearance-based approaches 

Appearance-based approaches represent facial textures by extracting the change in face 

appearance and skin texture. Examples of appearance-based approaches include: 

 Gabor wavelet filters  

Gabor wavelet filter [22] considers optimal localization features in both spatial and 

frequency domains. Its important parameters are orientation and frequency of 

patterns. Gabor filter applies Gaussian functions to modulate the amplitudes of 

sinusoids. Feature vectors can then be extracted using Gabor filter with different 

frequencies and orientations. The filter has been widely applied in many pattern 

recognition applications. 

 Curvelet transform  

Curvelet transform [42] has been adopted mostly in texture classification and image 

enhancement. Curvelet transform is different from wavelet transform because it 

considers not only points, but also curves and lines in an image in order to extract 
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the feature vectors. The feature vectors are constructed from curvelet coefficients 

by performing curvelet filter with different angles and scales. 

 Local Binary Patterns (LBP)  

Local binary pattern (LBP) [25-26] is a widely used texture description method in 

pattern classification. LBP operator encodes the information of curves, edges, spots, 

and other local features as binary numbers by processing 3×3 neighborhood pixel 

mask with the center value. In LBP, the image is divided into 7×6 rectangular 

regions, each of which corresponds to a 256-level histogram. All resulting 

histograms are then concatenated to create a global profile of the entire face as a 

feature vector.  

 Local Directional Patterns (LDP) [55] 

Instead of encoding the intensity of each image pixel, local directional pattern 

(LDP) [56] operator applies Kirsch eight-directional edge detector to compute the 

edges and then encodes the texture information by considering the edge responses. 

For images with noise or non-monotonic illumination changes, LDP is more robust 

than LBP because LDP uses edge responses that are more stable than intensity 

values when generating the binary patterns. 

 Directional Ternary Patterns (DTP)  

Directional ternary patterns (DTP) [27] operator applies an edge detector to 

compute the edge responses in eight directions similar to LDP. DTP instead applies 

Robinson eight-directional edge detection rather than the Kirsch detector. Another 

difference is that DTP operator uses a three-value code (-1, 0, 1) instead of a two-

value code (0 or 1). As a result, the smooth and high edge responses can be 

differentiated and a threshold value can be used to form positive and negative 

binary patterns.  

Due to the complexity of the geometry-based approaches, the appearance-based 

approaches are more suitable in real-time environment. Among them, DTP has highest 

accuracy because the negative different values between edge responses are considered and 

the noise sensitivity is lowered than those of LBP and LDP [27]. In addition, the encoding 

of the edge responses is more stable than that of the intensity values in obtaining the 

correct binary patterns from noisy images [25, 56, and 27]. DTP is also more accurate than 
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the Gabor wavelet and Curvelet filters in different image resolutions [57]. I then chose to 

work on an improved version of DTP to fit the needs of my real-time facial emotion 

recognition system. 

2.5 Emotion recognition using ECG signal 

An ECG measures the heart’s electrical activity over a period of time. Several techniques 

using ECG have been proposed to recognize human emotions.  

 Agrafioti et al. [58] analyzed ECG patterns for emotion recognition and proposed 

ECG signal decomposition techniques using a bivariate extension of Empirical 

Mode Decomposition (BEMD), which extracts the ECG features from the 

instantaneous frequency and local oscillation of Intrinsic Mode Functions (IMF) for 

recognizing the emotions of individual subject (subject-dependent). They 

conducted two experiments to evaluate how well their system detected positive and 

negative emotions as well as mental stress. They also analyzed and classified the 

valence, arousal, passive and active emotions that are useful for various kinds of 

emotions detection with ECG. 

 Rattanyu and Mizukawa recognized and classified six emotions: anger, fear, 

disgust, sadness, neutral and joy [48]. They applied a diagnosis method that uses 

both inter-beat (HR and RR-interval) and within-beat (PR-interval, QRS-interval, 

ST-interval, QT interval, PR-segment, and ST-segment) for feature extraction and 

calculated five types of statistical data: maximum, minimum, medium, mean, and 

standard deviation. They applied the K Nearest Neighbor (k-NN) and Linear 

Discriminant Analysis (LDA) methods for emotion classification. The experiment 

result showed that the eleven features approach (inter-beat and within-beat) had 

higher classification accuracy than the traditional three features approach (only 

inter-beat). 

Many researches have proposed feature extraction approaches using signal 

processing or such medical diagnosis techniques as heart rate variability or PQRST interval 

with statistical methods to recognize emotions from ECG [59-62]. Signal processing 

techniques have been adopted to extract facial features for emotion recognition by facial 
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expressions. Therefore, some facial feature extraction techniques might be able to extract 

ECG features. Additionally, I found that one popular facial feature extraction technique: 

local pattern description has not been applied to extract ECG features yet. Since, this 

method can also extract facial features with high accuracy. I adopted local binary and 

ternary patterns (LBP and LTP) [25, 63] to extract the ECG features to recognize emotions. 

These methods will be described in Chapter 6. 

2.6 Emotion recognition using speech, EEG and GSR 

In this section, I survey feature extraction techniques of speech, EEG and GSR to 

recognize users’ emotional state  

2.6.1 Speech 

Several researches proposed various techniques to extract speech feature to recognize 

emotions. For example: 

 Utane and Nalbalwar recognized five basic emotions: angry, happy, sad, surprise 

and neutral by extracting both prosodic and spectral features such as pitch, energy, 

Mel frequency cepstrum coefficient (MFCC) from 20ms-30ms frame-lengths [64]. 

Speech features were then classified using Gaussian mixture model (GMM) and 

Support vector machine (SVM). The accuracies were around 70% for both GMM 

and SVM. GMM was better than SVM to classify angry and sad speech. However, 

SVM was more accurate to classify neutral speech. 

 Wu et al. [65] proposed modular spectral features (MSFs) to extract emotions from 

speech. In their experiment, MSFs, two short-term spectral features (MFCC and 

PLP) and 75 prosodic features such as pitch, intensity, delta-pitch, delta-intensity, 

zero-crossing rate were extracted from Berlin emotional speech database and Vera 

am Mittag (VAM) database. Fisher discriminant ratio (FDR) was applied to 

eliminate irrelevant features. Only necessary features were classified using SVM 

with radial basis function (RBF) kernel. In the first step, they compared their MSF 

with MFCC and perceptual linear predictive (PLP) coefficients. The results 
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indicated that MSF with Linear discriminant analysis (LDA) produced 85.6% of 

accuracy when recognizing seven emotions: anger, boredom, disgust, fear, joy, 

neutral and sadness. Then, MSF, MFCC and PLP features were combined with 

prosodic features to recognize emotions. The evaluation results showed that MSF 

produce higher accuracy than MFCC and PLP. In conclusion, the highest accuracy 

was 91.6% which produced by extracting MSF and prosodic features with LDA 

and classifying using SVM. 

2.6.2 Electroencephalography (EEG) 

EEG is brain wave activity recording from scalp. This technique measures and performs 

emotional feature extraction based on EEG. Several feature extraction and emotional 

classification method have been proposed. For example: 

 Murugappan and his research group used Discrete Wavelet Transform (DWT) for 

EEG feature extraction [46]. For classifying emotion, they performed two simple 

classification methods: k-NN and LDA methods. They classified five emotions: 

disgust, happy, surprise, fear and neutral. The experiment result showed that the 

proposed feature extraction method based on DWT achieved the maximum average 

classification rate of 83.26% using k-NN and 75.21% using LDA compared to 

conventional features (Power, Std Dev, and Varinace). 

 Petrantonakis and Hadjileontiadis employed higher order crossing (HOC) for 

feature extraction and emotion classification method, called HOC-emotion 

classifier (HOC-EC) [66]. They classified six basic emotions: happiness, surprise, 

anger, fear, disgust and sadness. The experiment result showed that HOC-EC 

achieved a 62.3% using quadratic discriminant analysis (QDA) and 83.33% using 

support vector machines (SVMs) compared to other feature extraction methods 

(Statistical-Based Features and Wavelet-Based Features). 
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2.6.3 Galvanic Skin Response (GSR) 

GSR measures electrical conductivity of the skin. The changes in the electrical properties 

of the skin is due to the activity of sweat glands that caused by emotional stimulus. The 

sweat glands are controlled by the sympathetic nervous system. Thus GSR is an 

appropriate technique to indicate physiological arousal. Many researches also applied GSR 

to measure user arousal level to recognize user emotion. For example: 

 Kim et al. proposed emotional recognition system using short-term monitoring of 

physiological signals [47]. Their system integrates various sensors to measure 

electrocardiogram, skin temperature variation and electro dermal activity for 

classifying emotions. The Electro dermal activity (EDA) is used to measure 

galvanic skin response or skin conductivity in order to indicate arousal level of user. 

 Nakasone et al. have researched in emotion recognition [67]. They integrated GSR 

approach to recognize arousal level of human. They classified four emotional states 

in high arousal level: fear, frustrated, excited, and joyful. The emotional states in 

low arousal level are sad and relaxed. 

2.7 Comparison between three approaches in emotion 
recognition  

As mentioned in section 2.3 that there are three approaches to recognize emotions in HCI: 

by facial expression, by speech and by biological signals. Although, these three approaches 

have some limitations, they are state-of-the-art and popular techniques in which several 

researches have been proposed to recognize emotions.  

Emotion recognition by facial expressions and speech are suitable to be used in 

everyday life applications because facial expression and speech are natural user interfaces 

in which users can interact to applications in such a natural way. Moreover, any sensor is 

not required to attach on users’ body that is different from the emotion recognition by 

biological signal. For cross-cultural applications, facial expression is more appropriate than 

speech because languages are different among cultures that affects to voice quality of 

utterance speech. Hence, emotion recognition by speech is difficult to define languages-
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independent features that can produce high performance and accuracy when considering 

the same emotional features with different languages. Whereas emotion recognition by 

facial expressions can provide stable performance and high accuracy when apply similar 

facial features using facial expressions from different nationality subjects [25]. Therefore, 

the adoption of facial emotion recognition is much simpler and more practical to integrate 

with living and working spaces. In addition, latest development in imaging technology has 

made the availability and the cost of imaging devices to be affordable. Devices like 

webcam and CCTV can nowadays be found in normal settings. This makes it possible to 

create such an integrated intelligent working and living space. Moreover, facial expressions 

are the most visible modality [68] and are, to a certain extent, universal despite our 

idiosyncratic and cultural differences [43-44]. Unlike speech, facial data can be obtained 

during all kinds of activities.  

However, in some systems such as healthcare system, using only emotion 

recognition by facial expression might not be enough. If it is necessary to recognize users’ 

emotions for treatment but they don’t express emotions on their facial expression, 

integrating emotion recognition by facial expression with biological signal is more 

appropriate than using only facial expression. Moreover, biological signal can be utilized 

to measure other healthcare information.  

2.8 Healthcare system with emotion recognition 

Emotion recognition in healthcare system is usually designed to analyze emotional 

state of patients or elderly for reporting to caregivers, families or doctors in order to 

provide any assistance. Below are the examples of healthcare system with emotion 

recognition. 

Lisetti and research group developed multimodal intelligent affective interfaces for 

tele-home healthcare applications [69]. They integrated emotion recognition for 

interpreting patients’ emotional state which is important to the caregiver in order to provide 

better assistance. They built the model of patients’ emotions (happy, sad, frustrated, angry 

and afraid) from speech, text, facial expressions, body temperature, galvanic skin response 

and heart rate which is useful for clinicians to understand patients’ emotions. 
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Jiang et al. created a wearable home healthcare system with emotion recognition 

for the elderly [70]. Their emotion recognition based on physiological signals such as 

heartrate, body temperature and skin conductance. When the physiological signals were 

abnormal, the system sent alarm message via SMS to family or doctor of the elderly.  

 

From the above literature survey, I realize that   

 Many researches on e-healthcare have focused on physical aspect of ordinary 

people. Thus, emotional healthcare system should be proposed. 

 The researches on relaxation service have provided therapy or treatment with 

visual, audio or virtual reality. No relaxation service applied the augmented reality 

with therapy or treatment before. Thus, relaxation service with augmented reality 

should be proposed. 

 Emotion recognition in healthcare system is usually applied to assess patients’ 

emotional state for clinicians, therapists or doctors. However, in the other fields 

such as game, education or automobile, the emotion recognition is usually applied 

to assess the emotional state of ordinary people for automatic feedback control 

system. Thus, emotion recognition in the healthcare system should be applied for 

automatic providing appropriate feedback or service to users. 

Therefore, I propose a new emotional healthcare system which integrates the emotion 

recognition to recognize users’ emotional state to provide appropriate emotional services 

with augmented reality as a feedback in order to cope with users’ negative feelings. This is 

a novelty of this dissertation. 

 



 

 

Chapter 3 
 
 
 
 
Design of healthcare system focusing 
on emotional aspects 

 

 

 

This chapter presents the design of the proposed emotional healthcare system. This system 

aims to support ordinary people at workplace in daily life in order to cope with negative 

emotions and improve their emotional health. The overall system and framework designs 

are described as below. 

3.1 Overall system design 

I design my scheme as a web-based system to support users in workplaces by easily 

accessing the system using the web browsers on personal computers, tablets, or 
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smartphones (Figure 3.1). While users are working on personal computers, tablets, or 

smartphones, their emotions are recognized and classified using facial expressions, speech 

and biological signals which are detected by webcam, microphone and biological sensors 

respectively. When they have negative emotions, the system suggests that they should take 

a break by providing one of three services (relaxation, amusement and excitement services) 

based on their type of negative emotions to decrease it and improve positive emotions. For 

example, if user is sad the system will provide amusement service. After a service is 

provided, they can select which application they would like to use. To activate the 

application such as breathing control application in relaxation service, AR marker is 

employed in front of the camera to display a virtual object whose purpose is to encourage 

such positive emotions as relaxing, enjoying, and excitement. Additionally, for some 

applications, they need to interact with virtual objects using Kinect, which detects their 

gesture. I believe that interactions with virtual objects may decrease negative emotions 

effectively.  

 

 

Figure 3.1 Overall system design [71-72] 
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Figure 3.2 Framework design 

3.2 Framework design 

The framework design of this system is shown in Figure 3.2. This healthcare system 

consists of six parts: I/O devices, emotional services, a detection module, an application 

module, a database and a web server as described below. 
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3.2.1 I/O devices 

There are eleven I/O devices: a personal computer, webcams, a speaker, a microphone, a 

Kinect, a tablet, a smartphone, an EEG sensor, an ECG sensor and a GSR sensor.  

 The personal computer, tablet and smartphone are used to access the system via web 

browsers. 

 The webcams are used for detecting AR marker to build a virtual object and for 

recognizing user’s emotion from facial expressions. 

 The microphone is used for detecting emotions from speech. 

 The EEG sensor which measures voltage fluctuations from electric ions within the 

brain’s neurons can be used for recognizing emotions (Rattanyu & Mizukawa , 

2011). 

 The ECG sensor measures the heart’s electrical activity over period of time [48]. I 

apply RF-ECG sensor (Figure 3.1) which is a small and light-weight sensor 

(40*35*7.2 mm) to record the ECG signal with 204 Hz of sampling rate. ECG 

signals can be interpreted as the heart rate in beats per minute (BMP) and can be 

analyzed using heart rate variability (HRV) technique to detect stress as well as 

emotions. Moreover, the ECG signal can be converted to be respiration signal. 

Therefore, I applies ECG sensor to detect users’ heart rate, respiration signal and 

emotions.  

 The GSR sensor measures galvanic skin response which can be applied to recognize 

stress and active-passive emotions [48].  

 The Kinect analyzes and detects such users’ gesture as hands, fingers and legs. 

 The speaker is used for playing music and notification. 

3.2.2 Emotional services 

In this system, emotional services are the services that create and provide any information 

to induce users’ expected emotions in positive ways. This system is designed to provide 

three essential services: relaxation service, amusement service, and excitement service in 

order to encourage positive emotions and decrease negative emotions while they are 



CHAPTER 3.  DESIGN OF EMOTION HEALTHCARE SYSTEM                                            31 
                        

 
 

working to improve their well-being in our society. 

 Relaxation service  

Relaxation is the most important for building positive attitude and good health in daily 

life because it can address any negative emotions and stress that are the causes of any 

diseases, since stress and negative emotions stimulate high heart rate, blood pressures, 

breathing rate, etc. When people know how to relax and when they experiences with 

relaxation, they can better sleep and get more energy to improve their positive attitude, 

and ability to deal with any problems as well as negative emotions and stress [73]. 

Finally, they can work effectively. 

This service aims to make users feel more relaxed by providing applications with 

stress management techniques (Figure 3.3) such as  

o Virtualizing in relaxed scenes e.g. beach, sky, meadow, etc. 

o Massaging, meditation, and deep breathing with relaxed music 

 

 

Figure 3.3 Examples of relaxation service [16-17, 74-75] 

However, providing only relaxation service might not be enough to support all 

people because some of them might need to experience other emotions to make them feel 

better such as fun or exciting. Therefore, this system provides two more services to 

increase and encouraged users’ amusement and excitement.   

 Amusement service 

This service aims to make users feel more fun by providing applications with 
augmented reality (Figure 3.4) such as  

o Playing with virtual pets such as cat, dog, rabbit, etc.  

o Finding the hidden things 
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Figure 3.4 Examples of amusement service [76-78] 

 Excitement service 

This service aims to make users feel more exciting (Figure 3.5) such as  

o Touching bubble or opening the door, then excited things happen with sound. 

 

 

Figure 3.5 Examples of excitement service [79-83] 

3.2.3 Detection module 

Detection module contains several detection applications to analyze, activate and support 

emotional services. There are four detection applications: 

 Emotion recognition measures, analyzes and recognizes user emotions from facial 

expressions, speech and biological signal. Six basic emotions (joy, surprise, anger, 

sadness, disgust and fear) together with neutral state can be recognized.  

 Stress detection analyzes and recognizes user stress from biological signal such as 

ECG signal. 

 Gesture detection detects the activities of users’ hands, legs, or fingers such as point, 
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touch, hit, or kick using Kinect to allow an interaction between users and virtual 

objects in real environments. 

 Breathing detection converts ECG signal to respiration signal in order to detect and 

measure user respiratory rate from the ECG sensor. 

3.2.4 Application module 

The application module consists of various kinds of applications that is designed to support 

and stimulate expected emotions to users. Currently, there are four applications in the 

application module: 

 The augmented reality application detects and analyzes AR markers to display 

related 3D virtual models. 

 The breathing control application applies deep breathing technique of stress 

management to decrease user negative emotions and stress by allowing users to 

perform deep breathing with various kinds of virtual music boxes.  

 The notification application suggests users to take a break by providing appropriate 

services related to their current emotional state. 

 While users access the healthcare system, the report application displays such 

biological information as heart rates, and current emotional states using emoticons. 

Furthermore, this health information are recorded and reported to users’ colleagues, 

their leader, their family members, and their doctors. 

3.2.5 Database 

I create a database to collect information for each service such as the users’ personal 

information, their emotion status logs based on facial expression, biological signals and so 

on. This collected information will improve the system reliability. Example of tables in 

database as is shown below. 

 User Information Table stores users’ personal information such as system users, 

their doctor and their family members, their colleges, their leader and so on. 

 Heart Rate Table stores information about users’ heart rate every one minute. 
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 Time Breath Table stores respiration rate for breathing detection. 

 Emotion Table stores users’ emotional state from each facial expressions, biological 

signal or speech.  

 Notification Table stores notification list about notification time, suggestion service 

in order to collect notification log. 

 Relaxation Service Table stores information log when users use relaxation service, 

such as the emotion before and after using service, the duration when using service 

and so on.  

 Amusement Service Table stores information log when users use amusement service, 

such as the emotion before and after using service, the duration when using service 

and so on. 

 Excitement Service Table stores information log when users use excitement service, 

such as the emotion before and after using service, the duration when using service 

and so on. 

 Report Table stores statistical information for daily such as users’ daily emotional 

state, how often they use each service, etc. 

3.2.6 Web server 

This system is designed to use an internet information server (IIS) as a web application 

server. IIS is a web server application and set of feature extension modules created by 

Microsoft for using with Microsoft Windows [84]. It supports HTTP, HTTPS, FTP, FTPS, 

SMTP and NNTP.  

3.3 The advantages of this emotional healthcare system 

Several emotional healthcare systems using virtual reality have been proposed to diagnose, 

examine and treat users (patients) with some mental health problem such as psychological, 

phobia, anxiety and stress disorders [11-14]. These systems also integrated biological 

sensors to monitor patients’ behaviors and their health states. They build virtual 

environment to help addressing patients’ mental help problem. However, I found that only 
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few systems have been designed for supporting ordinary people, and no system using 

augmented reality to address and improve mental/emotional health. Therefore, my system 

integrates augmented reality to induce positive emotions and decrease negative emotions 

of ordinary people at workplace in daily life. The advantage of augmented reality is it 

combines virtual world with real world that users can experience virtual objects in real 

world. This might help increasing their positive emotion better than using only virtual 

reality because augmented reality is better to enable the interaction between users and 

virtual objects in real environment as I described in Chapter 1.  

Moreover, I found that real-time emotion recognition in the healthcare systems for 

providing feedback is not common comparing with other fields such as robot, 

entertainment and automobile. Therefore, this system also integrates the emotion 

recognition to analyze and recognize users’ emotional state in short-time duration for 

providing assistance when users feel bad. 

The advantages of this system are as follows: 

 Real-time detection of users’ current emotions and stress from facial expressions, 

speech together with biological signals. 

 Utilizing augmented reality in order to display virtual objects to improve their 

emotional state.    

 Applying such mental health technique as deep breathing techniques of stress 

management to implement new breathing detection algorithm to detect and control 

users’ respiration. 

 Users can access the web-based system anywhere and anytime using personal 

computer, smartphone and tablet. 

3.4 Example when user severely suffers negative emotions and 
stress from works 

Alice is an accountant; she needs to deal with several documents and receipts about 

budgets for working, meeting and so on. Every day, she checks the documents and uses 

Microsoft excel to write the report about transaction from budget, fee, charge, etc. 

Sometime, she needs to discuss with her colleagues about some unclear documents that 
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make she gains a lot of stress. She might undergo troubles from her works, colleagues, 

leaders and customers that make she has negative emotions. During she works in front of 

her personal computer, the emotional healthcare system recognizes that she has negative 

emotions from her facial expressions and ECG signal. Then, one of three services are 

served based on her emotional state e.g. relaxation service. The relaxation service 

encourages her relaxation by allowing hers to perform deep breathing for five minutes. 

After that, the system will recognize her emotional state again. If she feels better, the 

service will be stops. However, she can continue using the service as she likes.  

 

 

Figure 3.6 Example when using healthcare system focusing on emotional aspects [85] 

3.5 Discussion 

The emotional healthcare system aims to decrease negative emotions or stress because not 

all people can cope with these emotions and this can lead to social and mental health 

problems, since one preliminary reason of these problems is negative emotions and stress 

in daily life as I mentioned in Chapter 1. This system is designed to integrate many 

sensors, applications and services to support users. Although, integration of biological 

sensors required users to attach on their body such as ECG sensor, but these sensors might 

be designed as wearable accessories in the near future. Therefore adapting them to use in 

daily life is possible. With biological sensors, augmented reality, emotion recognition, and 

stress detection, this system is designed to be more effective, attractive and intelligent to 

improve users’ emotional state when they feel bad. 
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3.6 Summary 

This chapter explains system design in overall and explains each device and application in 

framework designs. This system aims to support normal people when they experience with 

negative emotion or stress in daily life. It is designed as a web-based system that is easy to 

access anywhere and anytime. To improve system’s efficiency and intelligence, eleven I/O 

devices and various kinds of applications are integrated to the system. The I/O devices feed 

or display useful information from/to users. The applications apply several techniques to 

analyze and recognize their emotional status. Furthermore, three services (relaxation, 

amusement, and excitement services) are designed to support users in daily life. To make 

these services more effective and more attractive, augmented reality is applied to let users 

interact with virtual objects in real environments to get different positive emotions and 

decrease their negative emotions.  
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Chapter 4 
 
 
 
 
Relaxation Service  

 

 

 

The relaxation service aims to make users feel more relaxed by applying augmented reality 

(AR) with stress management techniques. To support relaxation service, I design one 

application: breathing control application. This chapter presents the design, implementation 

and evaluation of breathing control application in relaxation service. From the evaluation 

results, the breathing control application is improved to fit the users’ requirements.  

4.1 Basic design 

In psychology field, the deep breathing technique of stress management is one technique 

that effectively increase relaxation, and reduce stress as well as negative emotions by let 

users control their respiration [86]. In general, people with stress always quickly and 
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shallowly breathe [87]. When they control their respiration to get rid of the stress or 

negative emotions, their shallow breath will be converged to regular breath and they will 

feel more relaxed [86-88]. Therefore, the breathing control application applies deep 

breathing technique of stress management to increase relaxation. This application supports 

users when they experience stress or any negative emotions from society, work and so on. 

The application also includes a virtual music box to assist such deep breathing. Virtual 

objects and music can help users quickly and easily feel more relaxed. The workflow of 

this application (Figure 4.1) is as below. 

1. Emotional healthcare system suggests users by providing the relaxation service 

with the breathing control application. 

2. Users can select the breathing control application in the relaxation service by web 

browsers on a tablet, a smartphone or a personal computer.  

3. A request is sent to the web-based healthcare system.  

4. Users can start using this application by showing an AR marker by camera.  

5. The application detects the AR marker. 

6. The application displays a virtual music box, which slowly turns and plays music.  

7. User inhales and exhales in harmony with the turning of the music box to control 

his breathing.  

8. While user is controlling his breathing, the ECG sensor on his chest records ECG 

signals. 

9. ECG data is sent to system and convert it to respiration signal in order to detect 

user’s respiration.  

10. If their breathing isn’t in harmony with the turning of virtual music box and their 

breath rate isn’t suitable for deep breathing, the application suggests that user 

breathes more slowly or quickly. The application continues to support users until 

they feel more relaxed. 
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4.2 Design detail and implementation 

4.2.1 Breathing control application 

The breathing control application is shown in Figure 4.2. There are four main components 

as below. 

 Animation guide (a): guides users how long they should inhale and exhale. 

 Application suggestion (b): gives advice so that users breathe more deeply or 

shortly. 

 Music (c): provides three types of classical music that users can choose using 

arrows. 

 3D virtual music box (d): slowly turns around and play music. 

Regarding the workflow of breathing control application, it needs to send request to 

augmented reality application in order to detect AR marker and display a virtual music 

box. Moreover, it also sent request to breathing detection to convert ECG signal to 

respiratory signal in order to detect inhalation and exhalation. 

 

 

Figure 4.1 Workflow of breathing control application [89-90] 
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Figure 4.2 User interface of breathing control application 

4.2.2 Augmented reality application 

 

Figure 4.3 Process of augmented reality application [90-91] 

This application is implemented based on FLARManager which is a lightweight 

framework that creates and builds augmented reality applications for Flash more easily 

[19]. According to #4 and #5 of workflow, with this application, the breathing control 

application can detects AR marker to render and display a virtual music box [92] with 

sound for users as shown in Figure 4.3.  

(a)  (b)  (c) 

(d) 
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4.2.3 Breathing detection 

This breathing detection utilizes ECG sensor to analyze and convert ECG signal for 

detecting respiration signal using ECG signal processing that is called ECG-derived 

respiration (EDR) as shown in Figure 4.4. 

 

 

Figure 4.4 Process of breathing detection 

I employ the RR amplitude technique to derive respiratory signal from ECG signal 

using the estimation of the R-wave amplitude modulation [93]. This method is reliable and 

can produce most accurate respiratory signal when comparing with other methods [94-96]. 

The estimation of the R-wave amplitude modulation method [93] performs low pass and 

notch filer to remove noise. QRS Detection is performed to detect QRS Interval. Baseline 

wander noise is then removed. After that, cleaned ECG signal is produced to detect peak 

amplitude and location of each RR-Interval to estimate respiratory signal. Then the 

interpolation is performed to smooth signal and down-sampled sampling rate to get 

respiratory signal as show in Figure 4.5. 

Since, the accuracy of the based method [93] can be improved if the QRS interval 

and R-peak amplitude can be detected more accurately. Therefore, I improve the accuracy 

of the based method by accurately detecting QRS interval and R-peak using low pass filter 

with 11 Hz cut-off frequency, high pass filter with 5 Hz cut-off frequency, differentiation, 

moving average and appropriate thresholds. Although, I just apply some further techniques 

and tune some threshold values to accurately detect QRS interval and R-peak, but it is not 

easy to find the appropriate one. To compare between the improved method and the based 

method, I use ECG signal and real respiratory signal from Fantasia Database of PhysioNet 

[97] as shown in Figure 4.5a and 4.5b respectively. As a result, an estimated respiratory 

signal from improved method (Figure 4.5d) is quite similar to real respiratory signal 
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(Figure 4.5b) and have similar number of breathes/minute. Thus, the improved method is 

better than based method (Figure 4.5c) to estimate respiratory signal from ECG signal. 

After the respiratory signal is produced, this application performs to detect 

inhalation and exhalation signal and calculate time of inhalation and exhalation as shown 

in Figure 4.6. 

According to #8 of workflow, the breathing control application will use this 

application to detects users’ respiratory signal. 

 

 

Figure 4.5 ECG and respiration signal: (a) ECG signal [97], (b) Actual respiratory signal 
[97], (c) Estimated respiratory signal [93], (d) Improvement of estimated respiratory signal 

 

 

Figure 4.6 Detection of inhalation and exhalation signals 
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4.3 Experiment 1: Evaluation of service’s effectiveness 

4.3.1 Objective 

This experiment aims to evaluate the effectiveness of breathing control application to 

decrease stress and how participants feel during using this application.  

4.3.2 Participants 

After I design and implement the breathing control application, I perform an experiment 

with seven graduate students from graduated school of Engineering, Shibaura Institute of 

Technology. The participants are three Thai females, one Malaysian female, two Thai 

males and one Malaysian male. No participant is familiar with augmented reality 

application. All participants already knew how to deep breathing. However, no one uses 

deep breathing technique to increase relaxation when they experience negative emotions or 

stress in daily life. 

4.3.3 Tools and Materials 

This experiment checks whether the breathing control application effectively decreases 

stress and evaluates the participant feelings when they use it. The tools for evaluating the 

effectiveness of the application and participants feeling are described below. 

A. Stress Measurement 

The effectiveness of the breathing control application is evaluated by measuring the stress 

level of each participant. The stress level is measured by performing salivary amylase test.  

Salivary amylase is one of the most important enzymes in saliva. The release of this 

amylase is governed by the activation of the autonomic nervous system (ANS). When 

human experiences stress, autonomic activation is high; the salivary amylase may increase 

[98]. Therefore, several researches have performed the experiments and have confirmed 

that the salivary amylase is significant to indicate the stress level [98-100]. Thus, the 

salivary amylase test is very useful to measure the stress. 
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In this experiment, all participants perform salivary amylase test using Cocoro 

Meter as shown in Figure 4.7. Cocoro Meter is an equipment to measure the salivary 

amylase [KU/L] from saliva and classify it into stress levels [101]. 

 

 

Figure 4.7 Cocoro meter [101]. 

B. Evaluations of participants feeling 

I evaluate participants’ feeling when they use the breathing control application to decrease 

their stress. I design the questionnaires with a 5-point Likert scale where five is the highest 

score (strongly agree) and one is the lowest score (strongly disagree). The questions in 

questionnaire are shown in Table 4.1. 

 

Table 4.1 Questions for evaluation of user feeling 

# Questions 

1 While using this application, did you feel relaxed? 

2 While using this application, did you feel comfortable? 

3 While using this application, did you feel bored? 

4 While using this application, did you feel sleepy? 

5 While using this application, did you like it? 
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4.3.4 Experimental procedure 

Regarding the objective of this experiment, I design the experiment procedure to increase 

participants’ stress first. After that, let them use the breathing control application to 

decrease stress in order to measure the effectiveness of the application. After finishing the 

experiment, participants answer questionnaire to evaluate their feeling. 

The experiment procedure is separated into two periods.  

 Stress Increase Period: each participant need to calculate Math exercises about 

addition, subtraction, multiply and division. I provide 70 Math problem solving 

questions; all participants need to answer the questions as much as they can within 

20 minutes. The experimenter read each question twice in English. The participants 

mentally calculate and answer in English. Mental calculation might be able to 

increase their stress.  

 Stress Decrease Period: the participants use the breathing control application for ten 

minutes. They need to put ECG sensor in order to perform deep breathing and 

controlled their breathing. They listen to the classical music and watch the slow 

turning of virtual music box. The deep breathing techniques of stress management, 

the classical music and turning of 3D object might be able to decrease their stress. 

Finally, the processes to perform experiment are as follows:  

1. The participants perform salivary amylase test to measure their current stress. 

2. The stress increase period is served to the participants for 20 minutes in order to 

increase their stress.  

3. After that, the participants perform salivary amylase test again. The stress decrease 

period is served to the participants for ten minutes in order to decrease their stress 

and increase their relaxation.  

4. Every taking stress decrease period for five minutes, the participants perform 

salivary amylase to check their stress.  

5. Finally, the participants answer the questionnaire to evaluate their feeling and write 

some comments. 
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4.3.5 Results 

This experiment aims to evaluate two aspects: effectiveness aspect by measuring stress and 

user feeling aspect by questionnaires. The results of the stress measurement and 

questionnaires are shown below. 

A. Stress measurement results. 

I measure salivary amylase value [KU/L] of all participants four times during experiment. 

The collected salivary amylase data are normalized by subtracting the value of first 

measurement of each participant. The normalized data are shown in Figure 4.8. From the 

measured salivary amylases of all participants, an increase in the measured data indicates 

that the participants become more stressed. If the measured data decreased, the participants 

become more relaxed.  

Table 4.2 shows the number of participants whose stress increases, decreases or 

doesn’t change, after taking each three periods: Stress Increase Period, Stress Decrease 

Period for five minutes and Stress Decrease Period for ten minutes. The results indicate 

that after Stress Increase Period, four participants gain more stress, but two participants’ 

stress is decreased.  However, after Stress Decrease Period for five minutes, five 

participants’ stress is decreased and finally, all participants’ stress decreases from the 

beginning after they experience the breathing control application for ten minutes (Stress 

Decrease Period for ten minutes) 
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Figure 4.8 Normalized salivary amylase data. 

Table 4.2 Analysis result of stress measurement 

                                  Stress 

Period 

Increase Decrease No change

After Stress Increase Period (T1-T0) 4 2 1 

Taking Stress Decrease Period for 5 minutes    
(T2-T1) 

1 5 1 

Taking Stress Decrease Period for 10 minutes   
(T3-T1) 

0 7 0 
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B. Questionnaire results 

I analyze the questionnaire results by using statistic method to determine how users feel 

when they experience the breathing control application to decrease their stress and increase 

their relaxation. T-test is applies to determine the results are significant different from 

population mean or not. Figure 4.9 shows the averages of scores with standard deviations 

for five questions of the questionnaire. Table 4.3 shows statistical results of questionnaire 

using t-test. Only the score of question #4 is significantly high (p<0.05). It indicated that 

participants significantly feel much sleepy after experiencing the relaxation service with 

breathing control application. Although, the results cannot judge that they feel relaxed and 

comfortable or not, but I obtain the tendencies of the participants when using this 

application as follows: 

 They feel relaxed and comfortable. 

 They also like the application when they experience it. 

 They feel a little bored. 

Moreover, the participants give comments about the application as follows: 

 It needs more different kinds of music. 

 The 3D virtual music box does not look very realistic. 

 There are too many components to focus on with different interface position. They 

prefer to concentrate on only one position. 

Based on the experimental results and participants’ comments, the breathing control 

application needs to re-design for increasing ease of use and efficiency of the application to 

make users relaxed and comfortable. 
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Figure 4.9 Mean scores with standard deviations of five questions. 

Table 4.3 Analysis of questionnaire results 

Question Mean S.D. t P-Value 

#1 3.71 .95 1.987 .094 

#2 3.71 1.11 1.698 .140 

#3 3.00 1.00 .000 1.000 

#4 4.14 1.06 2.828 .030* 

#5 3.28 1.25 .603 .569 

      *: P<0.05 
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4.3.6 Discussion 

Regard to the salivary amylase test results, some participants don’t have stress after they 

mentally calculate the Math solving problem for 20 minutes. The reason might be the 

problem is too easy for them.  Moreover, some participants don’t feel relaxed after Stress 

Decrease Period for five minutes because the duration to perform deep breathing might be 

short. Even though, stress level of all participants is decreased after Stress Decrease Period 

for ten minutes. Thus, the breathing control application can decrease stress and increase 

relaxation because finally all participants become more relaxed.  

The questionnaire results indicate that participants feel much sleepy but they do not 

indicate that the participants have other emotions or not when the participants use the 

application because only the result of question #4 is significant. However, the tendency of 

the participants feeling is obtained that they feel relaxed, comfortable and a little bored 

respectively. Moreover, the comments from all participants are very useful for the 

improvement of this application. 

In this experiment, I don’t evaluate how much the participants feel relaxed and how 

much their stress decrease. I evaluate only the application can relax participants and 

decrease their stress. From the results, I can conclude that the application is effective 

enough to reduce stress and increase relaxation.  

However, the effectiveness of Augmented Reality should be clarified, since only 

deep breathing technique is effective to decrease stress. Therefore, I conduct the second 

experiment to clarify and confirm the effectiveness of Augmented Reality to help 

decreasing stress.  
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4.4 Experiment 2: Confirmation of the augmented reality’s 
effectiveness 

4.4.1 Objective 

I conduct this experiment to clarify the effectiveness to reduce stress and increase 

relaxation of AR in breathing control application. 

4.4.2 Participants 

Six participants are performed this experiment. The participants in this experiment are 

different from the previous experiment. They are two females and four males. Three 

participants are undergraduate students from KMUTT, Thailand and the others are graduate 

students from Shibaura Institute of Technology, Japan. No participant is familiar with 

augmented reality application. All participants already knew how to deep breathing. 

However, no one uses deep breathing technique to increase relaxation when they 

experience negative emotions or stress in daily life. 

4.4.3 Tools and Materials 

Experimental tools for this experiment are similar to the previous experiment. The Cocoro 

Meter is used to measure the stress levels [101]. The questionnaire (Table 4.1) is also used 

to evaluate the participants feeling. 

4.4.4 Experimental procedure 

I evaluate the effectiveness of AR by comparing the participants’ stress level and feeling 

while they experience the breathing control application with and without AR.  

I prepare two sub-experiments as follows:  

 Sub-experiment A: use breathing control application with augmented reality (Figure 

4.2). Same as previous experiment in section 4.3.  

 Sub-experiment B: use breathing control application without augmented reality 
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(Figure 4.10). There is only deep breathing technique of stress management. (Only 

(a) and (b) components in Figure 4.2). 

The sub-experiment procedure is similar to previous experiment on section 4.3.4 

To perform the experiment, I equally divide the participants into two groups. Each 

group performs in different condition of the experiment to eliminate order effects.  

 First group: three participants perform sub-experiment A and then B.  

 Second group: three participants perform sub-experiment B and then A. 

 

 

Figure 4.10 Breathing control application without AR 
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4.4.5 Results 

A. Stress measurement results 

Table 4.4 Analysis result of stress measurement between the breathing control application 
with and without augmented reality. 

 With augmented reality  

(Sub-exp. A) 

Without augmented reality  

(Sub-exp. B) 

                         Stress 

Period 

Increase Decre-
ase 

No 
cha-
nge 

Increase Decre-
ase 

No 
cha-
nge 

After Stress Increase 
Period  

6 0 0 5 1 0 

Taking Stress 
Decrease Period 
for 5 min. 

1 3 2 2 1 3 

Taking Stress 
Decrease Period 
for 10 min. 

1 5 0 2 3 1 

 

The results in Table 4.4 show the number of participants whose stress increases, decreases 

or doesn’t change, after taking each three periods (Stress Increase Period, Stress Decrease 

Period for five minutes and Stress Decrease Period for ten minutes) for both sub-

experiment A and B. The results show that the numbers of participants whose stress 

decreased during sub-experiment A are higher than the numbers of participant during sub-

experiment B in both five and ten minutes. This indicates that the AR is more effective to 

decrease stress than only deep breathing.  
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B. Questionnaire results 

Paired t-test is applied to analyze the questionnaire results. Table 4.5 shows statistical 

results from paired t-test. The results of questions #3, #4, and #5 are significantly different 

(P<0.05). So, the participants feeling is summarized as follows: 

 They feet less bored and less sleepy when they use the breathing control application 

with AR. 

 They like the breathing control application with AR more than the application 

without AR. 

 However, the results cannot judge that they really feel relaxed and comfortable. 

Therefore, the breathing control application needs to re-design for improvement. 

From these experimental results, I can confirm that the AR is effective enough to 

decrease stress and increase relaxation. 

 

Table 4.5 Analysis Result of Questionnaire between the breathing control application with 
and without augmented reality. 

Question 
With AR  Without AR  Paired Samples Test 

Mean S.D. Mean S.D. Mean S.D. t P-Value 

#1 3.50 1.05 2.33 1.03 1.167 1.83 1.557 .090 

#2 3.33 1.03 3.00 .632 .333 .816 1.000 .181 

#3 1.67 .816 4.33 .516 -2.667 1.21 -5.394 .001* 

#4 2.67 1.21 4.00 1.09 -1.333 1.03 -3.162 .012* 

#5 3.50 1.05 2.33 .816 1.167 1.33 2.150 .042* 

*: P<0.05 
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4.4.6 Discussion 

Regard to the salivary amylase test results from both sub-experiment A and B, many 

participants gain more stress after stress increase period. This means that mental 

calculation of Math problem solving can increase people stress. After Stress Decrease 

Period for five and ten minutes, all participants don’t feel relax. However, the number of 

participants who feel relaxed is increasing from the beginning of the experiment until after 

using the application with and without AR for five and ten minutes. This indicates that 

performing deep breathing for long time can effectively increase relaxation. Furthermore, 

the results show that many participants feel more relaxed after using the application with 

AR than without AR. Therefore, it can be said that AR helps decreasing stress more 

quickly than only deep breathing because AR (virtual music boxes and music) can 

stimulate users to concentrate on deep breathing by following the virtual music boxes. 

Although, the questionnaire results of #1 and #2 which specific participants’ 

relaxation and comfort, are not significantly different between application with and without 

AR, but the tendency can be obtained that the participants feel more relaxed and 

comfortable when using the application with AR. Moreover, the questionnaire results of #3 

and #4 indicate that participants significantly feel much bored and sleepy when using the 

application without AR because they perform only deep breathing without any virtual 

music box and music. Thus, AR can make them feel more relaxed, comfortable, and fun 

when perform deep breathing and they also like AR. Therefore, AR is effective to reduce 

stress and increase relaxation in breathing control application. 

4.5 Re-design of breathing control application 

According to previous experimental results and participants’ comments, the breathing 

control application is improved based on the following issues.  

 Several participants focus only on the animation guide and (Figure 4.2 (a)). They 

have less concentration on the 3D virtual music box. So I change the animation 

guide process by re-creating it as a virtual object and combine it with 3D virtual 

music box. It is called a training model (Figure 4.11), which is only displayed for 
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two a half minutes. After that, the different kind of virtual music box is displayed. 

 

 

Figure 4.11 Training model 

 Participants also focus more on the application suggestions that informs them every 

20 seconds to breathe more deeply or shortly. I change position of the application 

suggestions to display on the virtual music box to allow users to increase their 

concentration on the virtual music box. 

 I change the deep breathing manner. Participants need to slowly inhale through their 

nose for three seconds to five seconds and slowly exhale through their mouth for 

three seconds to five seconds [102]. 

 Since the participants feel tired when they breathe by following the animation guide, 

I change it to display only two and a half minutes to guide how to deep breathing 

and they need to adjust the suitable length of their deep breathing. 

 Since the participants feel bored because the application provides only classical 

music, so I provide several kinds of music.  

The improvements of breathing control application are shown in Figure 4.12. It now 

has the following five main components. 

 The breathing speed (a): provides five speeds for deep breathing: slowest (breath 

rate is 5 seconds), slow (breath rate is 4.5 seconds), medium (breath rate is 4 

seconds.), fast (breath rate is 3.5 seconds), fastest (breath rate is 3 seconds).  

 The virtual model (b): provides three different kinds of music boxes: Emoticon, 
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Gramophone [103] and Castle [104]. 

 The music (c): provides classical, jazz and pop music which users can choose by 

using arrows. 

 The 3D virtual music box (d): slowly rotates and plays music.  

 The application suggestion (e): gives advice about breathing more deeply or 

quickly. 

 

 

Figure 4.12 New design of breathing control application 

4.6 Summary 

For the emotional healthcare system, the first service that I design, implement and evaluate 

is the relaxation service. This is the most important service to support users because 

relaxation can build positive attitude and good health in daily life. Moreover, it can reduce 

negative emotions and stress.  

I newly design and develop the breathing control application using AR in relaxation 

service; this application applies deep breathing technique of stress management to increase 

(a)  (b)

(d)

(c) 

(e)
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relaxation and decrease stress or negative emotions. The application includes a virtual 

music box using AR technology to assist such deep breathing. The application integrates 

the ECG sensor to convert ECG signal to respiratory signal in order to detect the 

respiration rate and suggest how to deep breathing in an appropriate way. The experimental 

results indicate that the breathing control application with AR can help decreasing stress 

and increasing relaxation, better than using only deep breathing. Moreover, the augmented 

reality, one of my system features, can help improving user relaxation. Finally I re-design 

the breathing control application based on the comments from all participants to improve 

ease of use, user relaxation and comfort, and avoid boring.  



 

 

Chapter 5 
 
 
 
 
Emotion recognition by facial 
expression 

 

 

 

 

Emotion detection or recognition is essential and useful in human computer and human 

robot interaction applications because emotions indicate feelings and needs [6]. To 

recognize user emotions and provide appropriate services, the emotional healthcare system 

applies the emotion recognition by facial expression because facial expression is one of the 

most powerful, natural and easy methods for human to express and communicate emotions 

and intentions [6].  

As mentioned in the literature surveys (Chapter2), there are several approaches to 

detect emotions from facial expression. However, only few approaches that fit such 

requirements of the emotional healthcare system as high accuracy and high speed for real-
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time processing. Thus, I improve one of appearance-based feature extraction approach. The 

basic idea is to improve the feature representation so that the feature vector size is reduced 

while maintain or even improve the detail of the pattern. This chapter presents the design, 

implementation and evaluation of the emotion recognition by facial expression using my 

improved feature extraction approach.  

5.1 Support Vector Machine classification as background 
knowledge 

SVM was originally proposed by Vladimir N. Vapnik in 1995 [105-106]. SVM is a well-

known supervised learning model for both linear and nonlinear data which uses a 

hyperplane to separate the classes and maximize the margin between the classes. The 

hyperplane is built from margins and the nearest data points called support vectors which 

are the critical elements of the training set.  The mapping process is governed by a kernel 

function, which can be linear or non-linear.  

Suppose I have training dataset {xi, yi}, i=1, 2, …, n, yi ∈  {‐1,1}  and  xi	 ∈	 Rd. [107-

108]. The data point xi belongs to class yi where the classes are 1 or -1. The hyperplane is 

constructed to separate between these two classes in which the data point x that lie on the 

hyperplane satisfy w ・x + b = 0, where w is normal vector to the hyperplane and |b|/||w|| is 

the distance from the hyperplane to the origin.  

In the case of linearly separable dataset, two hyperplane are built to separate the 

classes and maximize the margin between the classes that can be formulated as below. 

xi ・ w + b ≥ +1 for yi = +1 

xi ・ w + b ≤ −1 for yi = −1 

 

In the case of non-linear classification, Bernhard E. and his research group 

suggested to apply the non-linear kernel function to maximize the margin between 

hyperplanes. The non-linear kernels for pattern recognition problem are as follows: 

 Polynomial function of degree p in the data: K(x, y) = (x ・ y + 1)p  

 Gaussian radial basis function: K(x, y) = e | | 	 

 Hyperbolic tangent function: K(x, y) = tanh(κx ・ y − δ) 
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Moreover, SVM can process as multi-class classifier by combining multiple binary 

SVM classifiers. There are two common approaches for multi-class classification: one 

against all approach and one against one approach. One against all approach uses the 

binary SVM classifiers to separate data points of each one class from the other classes. One 

against one approach uses binary SVM classifiers to separate data point of each pair of 

classes. Several researches in computer visions and pattern recognition adopted both linear 

and non-linear SVM classification to train and classify the dataset because SVM can 

produce higher performance and accuracy.  

5.2 Design and implementation 

5.2.1 Workflow of emotion recognition by facial expression 

Emotion recognition by facial expressions recognizes and interprets human emotions from 

facial textures, and the movement of facial muscles, eyes, mouth or eyebrows. The 

workflow of the emotion recognition by facial expression is shown in Figure 5.1.  

The training process takes facial expression image dataset, collected from 

professional actors and, in each image, face regions are identified and used to extract facial 

features. EmguCv face detection algorithm using Haar Cascades [109] is used to identify 

face regions. EmguCv face detection detects eyes and face region that appear in an image. 

This method can detect multiple facial regions, but to apply this method in the emotion 

recognition, only the most prominent facial features are used for the real-time processing 

purpose. As shown in Figure 5.2, only facial features that are related to emotions are 

included. Particularly, ears are automatically excluded by this emotion recognition since 

they bear no relation to facial expression. 

Support vector machine (SVM) is selected as classification methods then iteratively 

trained using all data points in feature vector that belong to one of seven classes in order to 

construct the hyperplane. The hyperplane is built to separate between the classes in which 

each data point that lie on the hyperplane should satisfy linear method. Then, in real-time 

processing, SVM uses the hyperplane to categorize input data into appropriate class. After 

training, in the real-time recognition process, the emotion recognition captures and detects 
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users’ face from each frame of the video input. The facial feature vectors are then extracted 

and used with SVM to identify the most likely emotion class from the seven classes 

(neutral, happiness, sadness, anger, disgust, fear, and surprise).  

 

 

Figure 5.1 Workflow of emotion recognition by facial expression. 

 

 

Figure 5.2 Emotion-related facial region identification [110,111,24] 
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Figure 5.3 Feature extraction methods, including (a) LBP operator with threshold of 72 

[25], (b) LDP operator with threshold of 0 (mk when k = 3) [56], (c) DTP operator with 

threshold of 40 [27], (d) My approach operator with threshold of 40. 
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5.2.2 Previous feature extraction approaches 

Regarding the literature review of the emotion recognition by facial expression (Chapter 

2), I found that the appearance-based approaches are more suitable in a real-time 

environment than the geometry-based approaches because of the complexity of the 

geometry-based approaches. Among several appearance-based approaches, DTP has 

highest accuracy because the negative different values between edge responses are 

considered and the noise sensitivity is lowered than those of LBP and LDP [27]. In 

addition, the encoding of the edge responses is more stable than that of the intensity values 

in obtaining the correct binary patterns from noisy images [25, 56 and 27]. DTP is also 

more accurate than the Gabor wavelet and Curvelet filters in different image resolutions. I 

then choose to improve DTP to fit the needs of the real-time facial emotion recognition. 

The LBP, LDP and DTP operators are shown in Figure 5.3 (a - c) 

5.2.3 My new feature extraction approach: complementary directional 
ternary pattern 

Feature extraction is an important process for extracting facial features that can represent 

changes in facial expressions caused by emotions. My feature extraction improves the 

Directional Ternary Pattern (DTP), which is an appearance-based approach. To improve its 

performance, the size of DTP feature vector should be decreased. However, reducing its 

size would affect its effectiveness. To achieve such a reduction and maintain the accuracy, 

it is crucial to first take a look at how the feature vector is constructed. 

A feature vector of appearance-based approach is generally formed from 256-level 

histograms, created by encoding eight neighboring pixels as an eight-bit binary pattern and 

transforming it to an unsigned decimal number for mapping to each bin of histograms 

(Figure 5.3). Such a transformation of topological arrangement that many elements are 

zeroes into binary codes could make the representation quite sparse. So there is a room to 

improve the accuracy and performance of the emotion recognition by considering the 

binary coding scheme that is more compact. Since the purpose here is to encode the feature 

vector into binary codes, and the most important thing about this feature vector is its 

regional contrast, not on whether the edge occurs on which bit locations. Here I devise a 
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strategy to code the bit arrangement in such a way that the occurrences of edges that are 

complementary to one another are grouped in the same bin. Considering the following 

binary coding techniques: 

 Signed Magnitude: this is the simplest way to represent a sign of numbers by 

applying a left-most bit as a sign bit. If left-most bit is 0, it indicates a positive 

number. If left-most bit is 1, it indicates a negative number. For example, 00000001 

is +1 but 10000001 is -1.  

 One's Complement: the left-most bit is a sign bit to indicate positive (0) and 

negative (1) numbers. Positive numbers are similar to ordinary binary numbers. 

However, negative numbers are represented in different way by convert 0 to 1 or 

vice versa. For example, 00000001 is +1 but 11111110 is -1. 

 Two's Complement: positive numbers are similar to ordinary binary numbers. 

However, negative numbers are obtained by calculating one’s complements first 

and then add one to it. For example, 00000001 is +1 but 11111111 is -1. 

These three techniques modify binary codes when generate negative numbers. 

Two’s complement is actually the derivative of one’s complement. Also, only one’s 

complement technique does not change patterns or types of binary numbers that represent 

patterns of edge, spot, etc. in an image. Therefore, it can be used to represent feature that is 

complementary to one another. This is the basic idea of my proposed feature vector, 

Complementary DTP (CDTP). CDTP reduces the sparseness in feature representation by 

using one’s complement coding and absolute operator to obtain a bin that represents a 

specific complementary pattern. This halves the feature size from 256 to 128 while 

maintains the complementary patterns in the same bin (Figure 5.4) in order to reduce the 

redundancy which might be able to increase the accuracy [112].  

Similar to DTP, my approach encodes the information of corners, edges, spots, 

flats, and other local features as binary numbers [25] (Figure 5.4) to generate a binary 

pattern by comparing the edge responses of neighboring pixels around the center pixel to 

the specific threshold and then splitting the binary into a positive binary pattern and 

negative binary pattern to compute the complementary code of positive and negative 

binary patterns. Absolute value of the decimal code is then used to identify the position of 

histogram bins as shown in Figure 5.4. These feature vectors of positive and negative 
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binary patterns are concatenated together to construct the full feature vector of that region. 

Finally, full feature vectors of all regions are concatenated together to build one global 

feature vector for emotion classification. 

Below are steps to extract facial feature using my approach from one facial image 

(Figure5.5): 

1. After face detection, CDTP divides the facial region image into 7*6 rectangular 

regions. 

2. For each region and each pixel, it applies edge detector to get edge response in 

eight directions. 

3. To encode each pixel, it then compares eight neighborhood pixels with 

threshold to generate positive and negative binary codes. The threshold is set 

based on the standard deviation of edge responses from smooth face regions 

4. Then, it calculates the decimal representative values of both positive and 

negative binary codes using one’s complement technique. 

5. After finding the representative values of one’s complement of positive and 

negative binary codes from all pixels in each region, it constructs 128-level 

histograms of one’s complement of positive and negative binary patterns as 

feature vector with 256 lengths 

6. Finally, it concatenates the feature vectors from all regions together to construct 

the global feature vector for emotion classification. 
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Figure 5.4 Type of Binary Pattern [25]. 
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Figure 5.5 CDTP process [110] 

5.3 Evaluation 

In this section, the proposed method is evaluated and compared against other methods in 

terms of both accuracy and performance aspects. Through a series of experiments, the 

evaluation aims to address the following research questions: (1) Is the proposed method 

significantly improve the accuracy of emotion classification? (2) Does the improvement 
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affect the performance of the emotion recognition? (3) Is the proposed method still robust 

when using it either with only partial face data or on images with different resolutions? 

5.3.1 Datasets  

Universal emotions in facial expressions can be classified into seven basic emotions: 

neutral, happiness, sadness, anger, disgust, fear and surprise, as shown in examples in 

Figure 5.6. These emotions are what people of most nationalities similarity expressing on 

their face [113]. Four datasets that are designed with these basic emotions are used to 

assess the accuracy and performance of the proposed method.  

1. Japanese Female Facial Expression (JAFFE) dataset [110], which consists of 213 

images of ten female subjects in six basic emotions and a neutral expression. Each 

image on JAFFE dataset was rated by 60 Japanese subjects to assign the emotion 

label. Thus they are categorized based on their facial expression into 31 happiness, 

29 disgust, 32 fear, 30 anger, 31 sadness, 30 surprise and 30 neutral.  

2. Karolinska Directed Emotional Faces (KDEF) dataset [111], which consists of 4900 

pictures from 70 amateur actors (35 females and 35 males whose ages are between 

20 and 30 years old). Each subjects display facial expression in seven emotions 

(happiness, disgust, fear, anger, sadness, surprise and neutral) together with five 

different angles (full left, half left, straight, half right and full right). The emotion 

labels of KDEF are compatible and similar to those of CK+ and JAFFE. In this 

thesis, I selected facial expressions from straight face with seven emotions. Thus 

for KDEF, there are 490 facial expressions in total, including 70 happiness, 70 

disgust, 70 fear, 70 anger, 70 sadness, 70 surprise and 70 neutral. 

3. An extended Cohn-Kanade Dataset (CK+) [24] is an extension of the Cohn-Kanade 

Dataset that consists of 593 sequences of 123 subjects that are FACS (Facial Action 

Coding System) coded at the peak frame. All sequences are from the neutral face to 

the peak expression. However, only 327 of the 593 sequences have emotion 

sequences because the peak expression of 327 sequences fits the prototypic 

emotion definition that was validated with reference to the FACS Investigators 

Guide and confirmed by visual inspection by emotion researchers. Each peak 
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expression of each sequence is assigned to have only one emotion. Therefore, I 

selected 309 emotion sequences for which each peak expression is labeled as one of 

the six basic emotions. In each emotion sequence, I selected three peak expressions. 

I also selected one neutral expression for each subject from the emotion sequences. 

Therefore, I selected 1033 images in total (207 happy, 177 disgust, 75 fear, 135 

angry, 84 sad, 249 surprise and 106 neutral). 

4. Since the numbers of selected images from JAFFE and KDEF datasets for each 

emotion are similar, I combine both datasets as JAFFE-KDEF to construct 

combined dataset between Asian and European subjects. 

 

 

Figure 5.6 Seven basic emotions in facial expression from (a) Japanese Female Facial 

Expression [110], (b) Karolinska Directed Emotional Faces [111], (c) extended Cohn-

Kanade dataset [24].  
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5.3.2 Evaluation procedure 

A series of computational experiments is conducted to address each of the research 

questions posted earlier. Classification accuracy and performance are the measurements 

that will be taken in each experiment to assess the effectiveness and efficiency of the 

proposed method in comparison to other previously proposed methods. The accuracy is 

measured by statistically comparing the predicted emotions with those originally 

annotated. The performance comparison is done by comparing the running time of the 

proposed method with others.  

SVM is selected as the main classifier in this study because of its high accuracy as 

shown in Table 5.1. Low accuracy in k-NN suggests that the feature may be too noisy to be 

cover by similarity-based classification.  

 

Table 5.1 Average recognition accuracies from LBP, LDP, DTP, and CDTP using all 
datasets comparing between SVM and k-NN when k = 1 

Classifier Accuracy 

SVM 75.00% 

K-NN 53.56% 

 

Experiments here are offline experiments (experiment 1-4) which aim to evaluate 

the effectiveness and efficiency of the proposed method in comparison to other methods. In 

each offline experiment, ten-fold cross-validation is used to test the intra-dataset 

generalizability. RapidMiner Studio 5 [114] is used to design the analysis processes and 

perform SVM pattern classification.  

Sets of facial features based on different approaches (my approach, LBP [25], LDP 

[56] and DTP [27]) are extracted from the training and testing datasets. Additionally, to 

determine the most suitable edge detection algorithms for CDTP, I test two candidate 

methods which are implemented in DTP and LDP respectively, including Robinson eight-

directional edge detection used in DTP (henceforth, CDTP-A) and Kirsch eight-directional 

edge detection used in LDP (henceforth, CDTP-B). Analysis of variance (ANOVA) is used 
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to statistically analyze related factors in each experiment. Further post-hoc analysis in each 

experiment is done using Scheffé’s method. 

5.3.3 Experiment 1: Testing accuracy of emotion recognition 

The aim of this experiment was to determine the best classifier configuration that would 

result in the highest classification accuracy and to assess the accuracy of my approaches 

(CDTP-A and CDTP-B) in comparison to other feature extraction methods, including LBP, 

LDP, and DTP. Two different comparison strategies used in SVM, including one-against-

one and one-against-all, were evaluated in four datasets used in this study. I found that that 

there is a significant interaction between the comparison strategies and the datasets 

[F(3,32) = 56.994, p = .00] as shown in Figure 5.7. 

For JAFFE and CK+ datasets, the one-against-all strategy (JAFFE: M = 78.03, SE 

= 4.26; CK+: M = 93.65, SE = 1.50) has a higher accuracy than the one-against-one 

(JAFFE: M = 65.44, SE = 3.43; CK+: M = 89.71, SE = 1.79). On the other hand, the one-

against-one for KDFE (M = 67.55, SE = 2.40) and JAFFE-KDEF (M = 60.71, SE = 3.04) 

produces higher accuracy than the one-against-all (KDEF: M = 62.25, SE = 1.83; JAFFE-

KDEF: M = 58.00, SE = 1.48). Therefore, to use the most optimal classifiers, one-against-

all strategy was applied to JAFFE and CK+ datasets and one-against-one was used for 

KDEF and JAFFE-KDEF. 

Table 5.2 shows the averaged classification accuracies and standard errors 

comparing between different feature extraction methods applied to JAFFE, KDEF or CK+ 

datasets. For JAFFE, my approach (CDTP-A) was the most accurate method comparing to 

others. Figure 5.8(a) shows the confusion matrix of the classification accuracy of CDTP-A. 

Consistently high recognition rates can be observed in all emotions. However, the accuracy 

of sad expression was less than the others because it was confused with neutral expression. 

 



CHAPTER 5.  EMOTION RECOGNITION BY FACIAL EXPRESSION                                 75 
                        

 
 

 

Figure 5.7 Analysis results between SVM and dataset using two-way ANOVA. 
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Figure 5.8 Confusion matrices from my facial emotion recognition. (ANG = Anger, DIS = 

Disgust, FEA = Fear, HAP = Happiness, SAD = sad, SUR = Surprise, NEU = Neutral): (a) 

with JAFFE using one-against-all of linear SVM, (b) with KDEF using one-against-one of 

linear SVM, (c) with JAFFE-KDEF using one-against-one of linear SVM ,  (d) with CK+ 

using one-against-all of linear SVM. 
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Table 5.2 Comparison of classification accuracies between my approaches and other 

methods on different datasets 

Feature 
Extraction 
Methods 

JAFFE 

(one against all) 

KDEF 

(one against 
one) 

JAFFE-KDEF  

(one against 
one) 

CK+ 

(one against 
all) 

LBP 62.90 ± 0.39 66.33 ± 0.23 59.46 ± 0.24 87.70 ± 0.11 

LDP 76.56 ± 0.49 72.65 ± 0.23 64.58 ± 0.25 94.87 ± 0.04 

DTP 84.09 ± 0.49 62.24 ± 0.25 51.49 ± 0.21 95.45 ± 0.05 

CDTP-A 87.77 ± 0.49 62.86 ± 0.32 58.46 ± 0.23 95.65 ± 0.05 

CDTP-B 78.81 ± 0.59 73.67 ± 0.14 69.56 ± 0.18 94.58 ± 0.07 

 

On the other hand, CDTP-B is more accurate than other approaches when 

classifying the emotions from KDEF and JAFFE-KDEF datasets. From the recognition 

rates of seven-class emotional expression classification as shown in Figure 5.8(b) and 

5.8(c), the accuracy of sad expression is less than the others because it is confused with 

neutral and fear classes for both datasets. 

Additionally, my approach (CDTP-A) was the most accurate method comparing to 

others for CK+. The confusion matrix is shown in Figure 5.8(d). The recognition rates of 

all emotions are very high. It can recognize disgust expression up to 100%. However, the 

accuracy of neutral expression is lower than others because it confused with anger 

expression.  

When analyzing all possible combinations of datasets, I found that different feature 

extraction methods do not significantly affect the accuracy [F(4, 15) = .258, p = 0.900]. My 

approach is also not either significantly better or worse than others, but nevertheless the 

mean accuracy of my CDTP-B (M = 79.16, SE = 5.48) is the best among approaches. 

Thus, in general, CDTP-B may be more preferable than other approaches since it has 

highest accuracy. 



CHAPTER 5.  EMOTION RECOGNITION BY FACIAL EXPRESSION                                 78 
                        

 
 

5.3.4 Experiment 2: Testing performance of the emotion recognition 

This experiment aims to assess the performance of my approach comparing to others. This 

is done by comparing the execution time of feature extraction and classification methods, 

separately and in combination. A testing image with resolution of 246×308 is used in the 

process by repeating feature extraction and classification 100 times to gain measurable 

time scale. The results are statistically analyzed using one-way ANOVA. I found that time 

requires to extract features depends significantly on the methods [F(3, 396) = 426.46, p < 

0.001] as shown in Figure 5.9.  

Post-hoc comparisons using the Scheffé’s method indicate that the DTP-based 

methods, including DTP and CDTP requires more computational times than LBP [DTP: 

Mdiff  = -239.86, 95% CI[-265.89, -213.84], p < 0.001]; Mdiff  = -235.20, 95% CI[-

261.22, -209.18], p < 0.001] and slightly more than LDP [DTP: Mdiff  = -90.76, 95% CI[-

116.78, -64.74], p < 0.01; (Mdiff  = -86.10, 95% CI[-112.12, -60.08], p < 0.001)]. This is 

because DTP-based methods spend much time on calculating positive and negative binary 

pattern to construct feature vector. The complexity of my approach, however, does not 

significantly differ from that of DTP (Mdiff  = 4.66, 95% CI[-21.36, 30.68], p = 0.947). 

This means that the additional complexity of the improvement does not significantly 

increase the feature extraction time from the general DTP method. 

Surprisingly, the performance of classification is significantly depending on the 

feature extraction methods [F(3, 396) = 368.28, p < 0.001]. The post-hoc results indicate 

that my approach makes the classification significantly faster than DTP (Mdiff = 5.91, 95% 

CI [5.28, 6.54], p < 0.001. Moreover, it also indicates that DTP is significantly slower than 

LBP (Mdiff = -3.94, 95% CI [-4.57, -3.31], p < 0.001), LDP (Mdiff = -2.13, 95% CI [-2.76, 

-1.50], p < 0.001), because of its feature vector size. 

When considering the total computation time, feature extraction methods do indeed 

affect the total execution times [F(3, 396) = 424.62, p < 0.001]. My approach requires 

more time to execute than both LBP (Mdiff = -233.23, 95% CI[-259.43, -207.03], p < 

0.001) and LDP (Mdiff  = -82.32, 95% CI[-108.52, -56.12], p < 0.001). Comparing to DTP, 

the computation time of the approach is not significantly different (Mdiff = 10.57, 95% CI 

[-15.63, 36.77], p = 0.60), but it is slightly faster. The reason that DTP-based methods are 
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slower than LBP and LDP is because they spend much more time than others in 

constructing feature vectors by considering positive and negative binary patterns. But it 

makes the classifiers more accurate. 

 

 

Figure 5.9 Statistical results of time. Mean and standard errors of execution time for 

feature extraction, classification and total times of LBP, LDP, DTP and CDTP: (a) 

Extraction and Total time, (b) Classification Time  



CHAPTER 5.  EMOTION RECOGNITION BY FACIAL EXPRESSION                                 80 
                        

 
 

5.3.5 Experiment 3: Testing partial face images and resolutions 

This experiment aims to evaluate the robustness of my approach to recognize emotions 

using only partial face data, including upper and lower regions as shown in Figure 5.10(a) 

and 5.10 (b), respectively. For the upper region, the necessary facial components are eyes 

and eyebrows. The recognition results are shown in Table 5.3, that my approach is better 

than the others in JAFFE, KDEF and JAFFE-KDEF. For CK+, my approach is less 

accurate than DTP. While for the lower region which the necessary facial components are 

mouth and cheek, my approach is a bit better than the other for CK+ but it is less accurate 

than DTP for JAFFE dataset and LDP for KDEF and JAFFE-KDEF dataset as shown in 

Table 5.4. However, DTP approach that is the most accurate for JAFFE is worse than the 

others in KDEF, while LDP approach that is the most accurate for KDEF and JAFFE-

KDEF is worse than my approach in JAFFE. These results suggest that the accuracy might 

vary depending on the datasets. Although my approach does not produce best result for all 

datasets but the accuracies of my approach are consistently ranked among the best methods 

for all datasets. This suggests that my approach is more stable than LDP and DTP. 

 

 

Figure 5.10 Images for robustness evaluation [110] (a) Upper region of face, (b) Lower 

region of face, (c) Normal resolution, (d) 60×70 Resolution, (e) 30×35 Resolution 
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Table 5.3 Results of emotion classification of upper region of face using linear SVM 

Feature 
Extraction 
Methods 

JAFFE Dataset KDEF Dataset 
JAFFE-KDEF 

Dataset CK+ Dataset 

LBP 52.06±  0.54 55.51± 0.32 45.53± 0.13 74.63 ± 0.08 

LDP 64.24± 0.55 59.18± 0.34 50.50± 0.20 82.29 ± 0.06 

DTP 73.87± 0.57 48.78± 0.33 44.53± 0.26 85.67 ± 0.08 

CDTP-A 78.90± 0.38 49.16± 0.29 50.36± 0.21 84.61 ± 0.08 

CDTP-B 69.50± 0.68 61.02± 0.39 56.19± 0.14 83.44 ± 0.07 

 

Table 5.4 Results of emotion classification of lower region of face using linear SVM 

Feature 
Extraction 
Methods 

JAFFE Dataset KDEF Dataset 
JAFFE-KDEF 

Dataset CK+ Dataset 

LBP 41.80± 0.67 61.63± 0.36 53.61± 0.24 85.77 ± 0.08 

LDP 58.20± 0.59 64.08± 0.27 58.60± 0.18 94.49 ± 0.08 

DTP 74.57± 0.59 51.63± 0.36 46.51± 0.29 94.39 ± 0.08 

CDTP-A 70.35± 0.65 52.65± 0.30 49.50± 0.30 94.58 ± 0.07 

CDTP-B 60.52± 0.57 63.47± 0.27 58.30± 0.17 93.81 ± 0.08 

 

Additionally, I also analyze the interaction between feature extraction approaches 

and regions of face on the accuracy using two-way ANOVA. In terms of interaction 

between factors, each approach performs similarly accuracy when classifies emotions from 

each region of face as shown in Figure 5.11. F(8, 45) = 0.014, p = 1.00]. The results show 

that the choice of regions do not affect the accuracy significantly [F(2, 45) = 2.522, p = 
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0.092]. Post-hoc comparison results using Scheffé’s method indicated that using full face 

produced higher accuracy than from partial faces in both upper (Mdiff  = 11.49, 95% CI[-

1.97, 24.94], p = 0.109) and lower (Mdiff  = 8.56, 95% CI[-4.90, 22.02], p = 0.283) regions 

of face.  In summary, the result of this experiment indicates that my approach is more 

stable than the others to recognize emotions from both full and partial faces because 

CDTP-B (M = 71.91, SE = 3.83) is better than the others when considering the total 

average accuracies from all regions of face. 

 

 

Figure 5.11 Analysis results between feature extraction approaches and region using two-

way ANOVA. 

I further test the robustness of different feature extraction methods when different 

image resolutions are used as shown in Figure 5.10(c)-5.10(e). The JAFFE, KDEF and 

JAFFE-KDEF and CK+ datasets are used in this test. The results as shown in Table 5.5 

indicates that CDTP-B is the best approach for classifying emotions from normal 

resolution for JAFFE, KDEF and JAFFE-KDEF, but it is not the best for 60×70 
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resolutions. For 30×35 resolutions, no approach gets highest accuracy for these three 

datasets but CDTP-B consistently rank among the best methods. This is because it is more 

accurate than DTP, which is the best approach for JAFFE, when uses with KDEF and 

JAFFE-KDEF, and it also is more accurate than LDP, which is the best approach for 

KDEF, when uses with JAFFE and JAFFE-KDEF. This suggests that my approach is more 

stable than LDP and DTP for these three datasets. For CK+ dataset, my approach (CDTP-

A) is more accurate than the others when classifying emotions from all image resolutions. 

In summary, CDTP-B is the best method for recognizing emotions from all image 

resolutions of all datasets as shown in Figure 5.12. 

 

Table 5.5 Results of 7-class emotion expression classification of combined dataset in 

different image resolutions using linear SVM 

Feature 

Extraction 

Methods 

JAFFE Dataset KDEF Dataset JAFFE-KDEF Dataset CK+ Dataset 

Normal 60×70 30×35 Normal 60×70 30×35 Normal 60×70 30×35 Normal 60×70 30×35 

LBP 62.9±0.4 61.1±0.8 59.6±0.5 66.3±0.2 56.0±0.6 53.5±0.3 59.5±0.2 60.30±0.2 50.9±0.2 87.70±0.11 89.25±0.10 86.64±0.08

LDP 76.6±0.5 72.8±0.7 72.2±0.9 72.6±0.2 67.6±0.3 62.4±0.3 64.6±0.2 65.13±0.2 60.0±0.2 94.87±0.04 96.23±0.06 91.10±0.07

DTP 84.1±0.5 86.0±0.6 78.5±0.7 62.2±0.2 62.9±0.2 60.8±0.2 51.5±0.2 63.15±0.2 62.6±0.2 95.45±0.05 95.36±0.06 91.32±0.05

CDTP-A 87.8±0.5 84.5±0.6 78.4±0.7 62.9±0.3 62.6±0.3 55.7±0.3 58.5±0.2 64.44±0.2 61.0±0.2 95.65±0.05 96.32±0.04 92.64±0.05

CDTP-B 78.8±0.6 85.9±0.5 77.5±0.8 73.7±0.1 66.9±0.2 61.8±0.3 69.6±0.2 63.57±0.2 63.4±0.2 94.58±0.07 95.65±0.08 92.55±0.07

 

Additionally, when I consider only the combined dataset (JAFFE-KDEF) which is 

more suitable for real-time emotion recognition that can detect emotion from various 

people with different nationalities, CDTP-B is less accurate than LDP but it is better than 

DTP when testing with 60×70 resolution dataset. For others image resolutions, CDTP-B 

gets the highest results. Thus, CDTP-B is general more robust than other approaches to 

classify emotions from combined dataset with normal resolution and lowest resolution 

sources (30×35). Therefore, CDTP-B is the best approach and more suitable than the 



CHAPTER 5.  EMOTION RECOGNITION BY FACIAL EXPRESSION                                 84 
                        

 
 

others to detect emotions from combined dataset with different image resolution sources 

for real-time process. Additionally, in terms of resolution, there are no significant effects of 

feature extraction approaches [F(4, 45) = 0.902, p = 0.471], resolutions [F(2, 45) = 0.508, p 

= 0.605] and their interaction [F(8, 45) = 0.035, p = 1.000] on the accuracy as shown in 

Figure 5.12. 

 

 

Figure 5.12 Analysis results between feature extraction approaches and resolution using 

two-way ANOVA. 

5.4 Discussion 

For emotion recognition by facial expression, feature extraction and classification methods 

are very important to produce higher accuracy and reliable performance. I design, 

implement and evaluate the feature extraction approach to improve the accuracy and 

performance of the emotion recognition by facial expression for my emotional healthcare 

system.  
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To improve the performance and accuracy of DTP, my approach (CDTP) decreases 

the size of DTP feature vector and reduces the feature redundancy in pattern representation 

in such the way that CDTP applies one’s complement technique to calculate the 

representative value (unsigned decimal value) from positive and negative binary numbers 

to form the feature vector that represented changes in facial expressions caused by 

emotions. Moreover, it can assign a similar representative value for similar type of binary 

patterns as shown in Figure 5.4 and then collects it in the same bin of histogram (same 

feature) to construct a feature vector.  

To classify emotions with the high accuracy and performance, I apply SVM for the 

emotion recognition by facial expression because SVM is a powerful classifier in fields of 

computer vision and image processing [106-107]. Since a facial image is a high-

dimensional data and SVM is designed to handle high-dimensional data [115]. 

Furthermore, image features are sparse that contain a lot of zeroes. Linear SVM will ignore 

zero features when classifying emotions but for k-NN, their accuracies are lower than 

SVM because the feature vectors might be too noisy to be covered by similarity-based 

classification. Moreover, LBP, LDP and DTP adapted SVM as classifier [25, 56, and 27]. 

So I choose SVM for evaluating my approach and the results of ten-fold cross validation 

confirm that SVM can classify emotions with high accuracy. The effectiveness and 

efficiency are evaluated in three experiments using JAFFE, KDEF, JAFF-KDEF and CK+ 

datasets.  

The first experiment, CDTP-A produces higher accuracy than other approaches 

when test with JAFFE and CK+ datasets, and CDTP-B is more accurate than others when 

evaluates with KDEF and JAFFE-KDEF. CDTP-A is nevertheless less accurate than LDP 

when evaluates with KDEF and JAFFE-KDEF dataset, and CDTP-B is less accurate than 

DTP when evaluates with JAFFE. This is because they apply different edge detection. 

When I compare the approaches that apply similar edge detection, I found that CDTP-A is 

more accurate than DTP and, CDTP-B is also better than LDP for all datasets. Moreover, I 

found that Robinson edge detection is more robust for JAFFE and CK+ datasets. Kirsch 

edge detection is more robust for KDEF and JAFFE-KDEF datasets. Thus, the appropriate 

edge detection may improve the accuracy because the edge detection is the first important 

step to emphasize the texture information such as curves, edges as well as spots. This 
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experiment confirms that my approach is better than the others because of its highest 

average accuracy. From Figure 5.8, the confusion matrices of my approach shows that 

recognition of sad expressions is worse than the others because of more confusion with 

neutral, fear and happy expressions. However, it recognized neutral and happy expressions 

with the highest accuracies more than 93%, 80% and 84% for JAFFE, KDEF and JAFFE-

KDEF respectively. For CK+ dataset, the recognition of neutral and sad expressions was 

worse than the others because the recognition of neutral expression was more confused 

with angry, sad, and surprised expressions, and the recognition of sad expression was more 

confused with neutral and angry expressions. However, it can recognize disgusted 

expression up to 100% and other emotions more than 98% 

The second experiment aims to evaluate the performance of emotion recognition. 

The results indicate that DTP-based methods (DTP and CDTP) requires more 

computational times than LBP and LDP for considering both positive and negative binary 

patterns to address noise sensitivity issue which increases the accuracy. However, CDTP 

requires less computation times than DTP because it forms a feature vector and classifies 

emotion faster than DTP since the size of CDTP feature vector is decreased.  

Finally, the third experiment is set to confirm the robustness of my approach by 

classifying emotions from partial face images or low resolutions. The results indicate that 

most approaches’ performances are reduced when recognized emotions from partial face, 

low resolution images and combined dataset (JAFFE-KDFE). Nevertheless, CDTP-B is 

more stable and robust than the others because it always produces high accuracies for all 

cases.  

In general, the emotion recognition using high-resolution images should be more 

accurate than using low-resolution images. However, the analysis results from ANOVA 

indicated that facial emotion recognition from images with different resolutions did not 

significantly affect the accuracy because even though the input images had different 

resolutions but extracted feature vectors were normalized to be suitable for emotion 

classification. Furthermore, the mean accuracies of DTP and CDTP-A showed that the 

emotion recognition using low-resolution images (60*70) was a little more accurate than 

using the normal one. Therefore, the emotion recognition from higher-resolution images 

might not be better than the lower one. This might be because of the selected edge 
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detection technique, since the edge detection is the first important step to emphasize the 

texture information for emotion recognition. Moreover, I found that DTP and CDTP-A 

whose accuracies of low-resolution images were a bit better than the normal one, applied 

similar Robinson edge detection, but CDTP-B whose accuracy of normal-resolution 

images was better than the lower one, applied Kirsch edge detection. Thus, Robinson edge 

detection might be better than Kirsch edge detection to capture texture information from 

lower resolution images. 

These evaluation results in total suggest that CDTP-B is more applicable than the 

others for real-time facial emotion recognition because it is more accurate to recognize 

emotions from combined datasets with full face and normal resolution images. Moreover, 

it is more robust than the others to recognize emotions from partial regions of face and low 

resolution images that might be occurred when recognizing emotions in real environment. 

In summary, the evaluation results show that the classification performance and the 

accuracy of emotion recognition using CDTP are increased. This indicates that decreasing 

size of DTP feature vector effectively increases the classification performance. 

Furthermore, reducing redundancy in pattern representation by combining similar patterns 

into similar features of histogram can increase the accuracy. Therefore, I can expect CDTP 

to effectively recognize emotions. 

5.5 Summary 

I design Complementary Directional Ternary Pattern (CDTP), a new appearance-based 

feature extraction approach to fit the needs of my real-time emotion recognition by facial 

expressions. My approach improves the DTP by applying the one's complement technique 

to calculate the representative value from positive and negative binary numbers to generate 

their 128-level histograms in order to construct feature vectors with 256 lengths for 

emotions classification. This technique reduces the size of DTP feature vector by half and 

the size of CDTP feature vector was similar to feature vectors of LBP and LDP. Moreover, 

CDTP also reduces the redundancy in pattern representation by assigning similar 

representative value to similar patterns using the one's complement technique when it 

forms a feature vector. I then evaluate the performance of my approach with CK+, JAFFE, 
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KDEF and JAFFE-KDEF datasets using linear SVM. The experimental results which 

evaluate the accuracy and the performance confirm that CDTP with Kirsch eight-

directional edge detection and classify by one-against-one of linear SVM is more 

applicable than the others for using in real-time processing. It should be noted that, to 

accurately recognizing emotions, users need to clearly and exaggeratedly express the 

emotions on their faces. Otherwise, recognition of some similarity in facial expressions 

caused by different emotions, become confused and complicated to correctly classifying 

emotions. Therefore, I address these issues of the emotion recognition to improve its 

accuracy by applying ECG signal to recognize emotion, with the emotion recognition by 

facial expressions. 



 

 

Chapter 6 
 
 
 
 
Emotion recognition using ECG signal 

 

 

 

Regard to confusion issues of emotion recognition by facial expression when recognizing 

emotions from similar facial expressions caused by different emotions, I design to integrate 

emotion recognition using ECG signal to address those issues and to increase the accuracy 

of the emotion recognition for the emotional healthcare system. To recognize emotion from 

ECG signal, I apply local pattern description methods to extract ECG emotional patterns 

features, since no research in emotion recognition using ECG signal applied this technique 

before. Additionally, this technique is popular to extract facial emotional feature because it 

produces high accuracy and high performance as I described in Chapters 2 and 5. This 

chapter presents the design, implementation and evaluation of the emotion recognition 

from ECG signal using pattern description methods. 
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6.1 K-nearest neighbor classification as background knowledge 

K-nearest neighbor (k-NN) is a simple classification method [116] that learns and 

remembers all training data to build a feature space. Then, it classifies each testing data 

into one class by majority voting from its k-nearest trained neighbors. The k-NN still has 

some issues about choosing k-value. If the k-value is too small, the classification results 

might be sensitive to noise. On the other hand, if k-value is too large, too many trained 

neighbors with different classes might be included. In order to reduce the sensitivity of the 

choice of k-value, the k-NN applies weighted voting that the training data is weighted and 

vote by its distance [117]. In general, to define the appropriate k-value, the k-NN need to 

be run many time with different k-value and select the best k-value that produces the 

highest accuracy and performance [118].  

6.2 Design and implementation 

6.2.1 Workflow of emotion recognition  

Real-time emotion recognition is divided into two parts: by facial expressions (Chapter 5) 

and by ECG signal. The workflow of real-time emotion recognition proceeds as follows 

(Figure 6.1).  

1. Emotion recognition by facial expressions (Chapter 5) 

 Finds a user’s face from video frames (input).  

 Extracts facial features and normalizes them to form feature vectors.  

 Classifies user emotions into one of seven classes (neutral, joy, sadness, 

anger, disgust, fear and surprise) using a classifier generated from a training 

process.  

 Calculates percentage of each emotion for further analysis. 

2. Emotion recognition by ECG signal 

 Records user’s ECG signals (input).  

 Removes noise. 

 Extracts ECG features and normalizes them to form feature vectors.  
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 Classifies user emotions into one of three classes (joy, anger and sadness) 

using a classifier generated from a training process.  

 Calculates percentage of each emotion for further analysis. 

After both parts produce results, the system combines them into a final result using 

a fusion method by equally averaging results from facial expression and ECG signal. 

 

 

Figure 6.1 Emotion recognition from facial expression and ECG signal 
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6.2.2 The emotion recognition using ECG signal 

To improve the accuracy and reliability of the emotion recognition by facial expressions in 

healthcare system, I applied the emotion recognition using ECG signals because ECG 

signal is directly affected by mental states, including emotions [48]. This section describes 

the preprocessing, feature extraction and classification of the emotion recognition using 

ECG signal. 

6.2.2.1 Preprocessing of ECG signal 

Since an ECG signal contains various noises, I applied a second-order IIR notch filter to 

remove power-line and narrow band noises due to 60 Hz caused by ECG sensor or user 

motion artifact based on specification of ECG sensor. Then, I applied Butterworth low-pass 

filter to remove higher frequency noise with 60 Hz cut-off frequency.  

6.2.2.2 Feature extraction methods 

The emotion recognition using ECG signal adapts local pattern description methods to 

extract the ECG features. LBP, LTP, LDP and DTP are successful methods to extract facial 

features with favorable performance. However, I select only LBP and LTP methods 

because LDP and DTP improved from LBP and LTP respectively by applying eight-

directional edge detection and this edge detection is not necessary for ECG signal, since 

signal is already an edge. Therefore, these two methods are selected to extract features for 

the emotion recognition using ECG signal. Furthermore, I apply the one’s complementary 

of my approach (CDTP) on Chapter 5 to LTP as CLTP in order to extract emotional feature 

for ECG signal. For facial expression, LBP, LTP and CDTP extract such facial features as 

spot, flat, edge, etc. For ECG signal, the ECG feature of directions and patterns are 

extracted. The process of LBP, LTP and CLTP (Figure 6.2) are as follows: 
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A. Local binary pattern 

LBP [25] is a widely used texture description method in pattern classification for 

computer vision and image processing. I adapt an LBP operator to extract the ECG 

features as shown in Figure 6.2(a). First, it divides signal into frames. For each frame, it 

encodes the information of the ECG signal as binary numbers by comparing the center 

value with its four previous and subsequent values, and assigns them to 0 or 1. If those 

eight values exceed the threshold (center value), their binary codes are 1; if they are less 

than or equal to the threshold, their binary codes are 0. After that, it constructs a 256-

level histogram for each frame as a feature vector. 

B. Local ternary pattern 

LTP [63] is an extension of LBP. The LTP operator (Figure 6.2(b)) also compares 

the center value with its four previous and subsequent values. However, unlike LBP that 

it assigns a three-value code (-1, 0, 1) instead of a two-value code (0 or 1). To assign the 

three-value code, this method considers ECG signals into two cases: positive and 

negative. If the ECG value is greater than or equal zero, it is a positive case. If the value 

is less than zero, it is a negative case. The following are the conditions for assigning 

ternary codes: 

o For positive cases: if these eight values exceed a positive threshold (positive 

center value), their binary codes are 1; if they are less than the positive 

threshold, their binary codes are 0.  

o For negative cases: if these eight values exceed a negative threshold (negative 

center value), their binary codes are 0; if they are less than the negative 

threshold, their binary codes are -1.  

After that, these ternary values can be used to form positive and negative binary 

patterns. Then, a 512-level histogram is constructed as a feature vector. 

After that, these ternary values can be used to form positive and negative binary 

patterns. Then, it constructs a 512-level histogram as a feature vector. 
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C. Complementary local ternary pattern 

Complementary local ternary pattern (CLTB) (Figure 6.2(c)) improves from LTB 

by applying one’s complement technique to reduce the size of LTP feature vectors by 

half, which is the same concept as CDTP (Chapter 5). Moreover, when encoding the 

ECG signal to build binary patterns using one’s complement, the complementary binary 

patterns are collected in to the same bin during forming the 256-level of histogram as 

feature vector (Figure 6.2). 

6.2.2.3 Classification method 

To classify emotions from ECG signals, I applied the K-nearest neighbor (k-NN) [116]. K-

NN is a simple classification method that learns, remembers and weights the ECG training 

data to build a feature space. When it classifies the ECG testing data, it considers the 

distance of the trained data and chooses the k-nearest one to be an appropriate emotional 

class from three classes (joy, anger, and sadness) by majority voting. 
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Figure 6.2 Feature extraction methods 
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Figure 6.3 Decreasing and increasing signal extract features by CLTB 
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6.3 Performance evaluation 

6.3.1 Objectives 

I conduct the performance evaluation of the emotion recognition using ECG signal with 

LBP, LTP and CLTP feature extraction methods. The following are the objectives: 

 To evaluate the effectiveness of LBP, LTP and CLTP for emotion recognition using 

ECG signals. 

 To find the appropriate frame-length, frame-shift and k-value of k-NN that produces 

the highest accuracy for LBP, LTP and CLTP.  

6.3.2 ECG signal dataset 

The four emotion corpus of the Augsburg Biosignal Toolbox (AuBT) was applied for this 

evaluation [119]. This corpus contains four types of physiological data:  electromyogram 

(EMG), electrocardiogram (ECG), skin conductivity (SC) and respiration change (RSP). 

The data were collected from one subject over 25 days while he listened to four kinds of 

music to induce emotions of joy, anger, sadness and pleasure. The data length was cropped 

into two minutes per session per emotion. 

To evaluate emotion recognition using ECG signals, I selected only the ECG data 

(256 Hz) of three emotions (joy, anger and sadness) because they are also recognized by 

the emotion recognition using facial expressions and are useful for the emotional 

healthcare system. I used 75 pieces of data: 25 of joy, 25 of anger, and 25 of sadness). 

6.3.3 Method 

In this evaluation, LBP, LTP and CLTP extracted features from 3s, 5s, 10s and 15s frame-

lengths with the 1.5s, 2.5s, 5s, and 7.5s frame-shifts respectively because these frame sizes 

are suitable for extracting emotions from ECG signal, since emotional details can be 

observed on ECG signal from 3s to 15s [120].  

. K-NN is selected as the main classifier in this study because it is better than SVM 

as shown in Table 6.1, since the ECG features are not high-dimensional data comparing 
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with image features and k-NN is better for low-dimensional data which is different from 

SVM that is better for high-dimensional data. 

 

Table 6.1 Average recognition accuracies from LBP and LTP using AuBT dataset 
comparing between SVM and k-NN when k = 5 

Classifier Accuracy 

SVM 66.27% 

K-NN 80.10% 

 

Ten-fold cross-validation is performed with a k-NN classifier where k is 5, 10 and 

15 using RapidMiner Studio 5 to calculate the recognition accuracy [114]. The evaluated 

results are presented in next section. 

6.3.4 Results 

The performance evaluation of LBP, LTP and CLTP is shown on Table 6.2. The results are 

the accuracies when recognizing three emotions from ECG signals with different frame-

lengths, frame-shifts, and classification using different k-values of k-NN. The results 

indicate that LBP LTP and CLTP produce the highest accuracies around 84.17%, 87.92% 

and 66.42% respectively, when they extract feature vectors from the input data with a 15s 

frame-length and a 7.5s frame-shift, and were classified using a k-NN classifier with k=5. 

However, CLTP which improved from LTP to reduce the feature vector size by applying 

one’s complement technique produces less accuracy than LBP and LTP. Its accuracy is not 

high when compared with the others. Therefore, I will focus only the results of LBP and 

LTP. The confusion matrixes of LBP and LTP are shown in Tables 6.3 and 6.4 which 

explain the accuracies of emotion recognition between the actual and predicted classes and 

indicate the following results: 

 LBP and LTP recognize sadness more accurately than joy and anger. 

 LBP and LTP identically recognize joy.  
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 LTP recognizes anger and sadness better than LBP.  

 For both LBP and LTP, recognizing anger is more confused with joy or vice versa. 

 Recognizing anger and joy are less confused with sadness. 

Furthermore, when I observe the histogram patterns of ECG emotional feature as 

shown in Figure 6.4, I found that the histogram features of joy, anger and sadness have 

different patterns. For example: 

 The A pattern of joy gets a higher value than the A patterns of anger and sadness. 

 The B and C patterns of each emotion have its own pattern. 

 The D patterns of anger and sadness have a light difference; the D pattern of anger 

is lower than the D pattern of sadness. However, both are very different from the D 

pattern of joy. 

In summary, the results from Tables 6.2-6.4 and Figure 6.4 confirm that local 

pattern description methods which successfully extracted facial emotional features can be 

adapted to extract ECG emotional features. LBP and LTP with a k-NN classifier can also 

recognize emotions from ECG signals with high accuracy.  
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Figure 6.4 ECG signal and histogram features related to joy, anger and sadness. 
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Table 6.2 LBP, LTP and CLTP accuracies 

Feature 
extraction  

Frame- 
length (s) 

Frame-shift (s) k-value of k-NN Accuracy 

LBP 

3 1.5 

5 69.22% +/-0.025% 

10 69.33% +/-0.026% 

15 68.82% +/-0.028% 

5 2.5 

5 79.11% +/- 0.050% 

10 77.81% +/- 0.044% 

15 75.53% +/- 0.053% 

10 5 

5 82.61% +/-0.036% 

10 81.39% +/-0.042% 

15 77.89% +/-0.043% 

15 7.5 

5 84.17% +/- 0.095%  

10 82.25% +/- 0.105% 

15 79.67% +/- 0.126% 

LTP 

3 1.5 

5 73.17% +/- 0.021% 

10 72.52% +/- 0.016% 

15 71.43% +/- 0.020% 

5 2.5 

5 80.06% +/- 0.038% 

10 79.33% +/- 0.042% 

15 77.67% +/- 0.054% 

10 5 

5 84.56% +/- 0.050% 

10 83.94% +/- 0.048% 

15 80.56% +/- 0.062% 
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15 7.5 

5 87.92% +/- 0.107% 

10 86.42% +/- 0.121% 

15 83.75% +/- 0.100% 

CLTP 

3 1.5 

5 52.10% +/- 0.022% 

10 51.22% +/- 0.025% 

15 51.83% +/- 0.024% 

5 2.5 

5 54.83% +/- 0047% 

10 55.67% +/- 0.036% 

15 55.67% +/- 0.037% 

10 5 

5 60.72% +/- 0.072% 

10 58.94% +/- 0.072% 

15 58.67% +/- 0.073% 

15 7.5 

5 66.42% +/- 0.107% 

10 65.33% +/- 0.121% 

15 64.33% +/- 0.100% 

 

Table 6.3 Confusion matrix of LBP (15s frame-length, 7.5s frame-shift, k=5) 

TRUE 

PRED. 

JOY (%) ANGER (%) SADNESS (%) 

JOY 85.75 14.75 4.00 

ANGER 8.75 77.50 6.75 

SADNESS 5.50 7.75 89.25 
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Table 6.4 Confusion matrix of LTP (15s frame-length, 7.5s frame-shift, k=5) 

 TRUE 

PRED. 

JOY (%) ANGER (%) SADNESS (%) 

JOY 85.75 11.50 1.00 

ANGER 11.25 82.75 3.75 

SADNESS 3.00 5.75 95.25 

 

6.3.5 Discussion 

From the evaluation results (Tables 6.2-6.4), I obtained the following: 

 The accuracies of LBP, LTP and CLTP are increasing when extracting emotional 

feature from 3s to 15s of frame-length with 1.5s to 7.5s of frame-shift. This indicates 

that a 15s of frame-length contains the emotional details more than the other frame-

lengths.  

 LBP, LTP and CLTP with K-NN classifier can classify emotions from ECG signal 

with high accuracy and k-NN is better than SVM because the ECG features are not 

high-dimensional data comparing to image features and it is better for low-

dimensional data [117]. Additionally, the evaluation of emotion recognition by facial 

expression used around 10000-20000 features, but the evaluation of emotion 

recognition from ECG signal used only 256-512 of features. The emotion recognition 

by facial expression extracted more features than the emotion recognition from ECG 

signal. Therefore, the best classification methods can be different because number of 

feature and number of training example affect to accuracy and performance of 

classification methods. Thus, k-NN is more suitable for classifying ECG emotional 

feature and it has the highest accuracy when using k=5.  

 CLTP is less accurate than LBP and LTP. Applying one’s complement technique to 

LTP might not be good for extracting feature vectors from ECG signal. Since, the 

ECG signal has the direction property that increasing and decreasing signal are 

different. However, when applying one’s complement technique to form ECG feature 
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vectors, it encodes and collects ECG signal with different direction into the same bin 

of histogram (Figure 6.3). This means that CLTP does not consider the direction of 

ECG signal which is necessary to distinguish between each emotion on extracted 

feature vector.  

 LBP and LTP can recognize emotion from ECG with high accuracy. However, they 

have some confused recognition among each three emotions (joy, sadness and anger). 

Additionally, the confusion matrixes shows that joy and anger are more confused 

with each other, but they are less confused with sadness. This is because joy and 

anger are active emotions but sadness is passive emotion based on the Circumplex 

model of affect [121].  

 LBP and LTP which are favorable local pattern description methods for facial 

emotion recognition can be adapted to extract ECG emotional features. They can 

recognize emotions with high accuracy. The reason of high accuracy is shown in 

Figure 6.4 that recognizing the specific patterns of different emotions on ECG signal 

is very difficult because it looks similar. However, after extracting pattern description 

features as histograms, different emotions produce different patterns on its histogram 

(A-D on Figure 6.4).  

 LTP is more accurate than LBP because LTP considered both negative and positive 

ECG signal to generate both binary patterns and form its feature vectors which 

contain more emotional detail than feature vectors of LBP. Therefore, LTP is more 

suitable for real-time processing. 

This performance evaluation applies the ECG dataset that was collected from only 

one subject. Further evaluation is needed to confirm the effectiveness of LTP for a person-

independent in real-time processing. 

6.4 Summary 

The emotional healthcare system integrates emotion recognition from facial 

expressions and ECG signal to identify user emotions to provide appropriate services. This 

chapter explains the emotion recognition using ECG signal. To recognize emotions from 

ECG signal, I first apply the LBP and LTP which are the originally favorable local pattern 
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description methods for emotion recognition by facial expressions. Additionally, I also 

apply CLTP which improved from LTP using one’s complement technique. LBP, LTP and 

CLTP are evaluated their performance to recognize emotions from ECG signal. The results 

indicate that only LBP and LTP effectively extract ECG emotional features and produce 

high accuracy. Moreover, I can expect the emotion recognition from ECG signal to 

recognize emotions together with facial expression to produce higher accuracy and 

performance.  
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Chapter 7 
 
 
 
 
Evaluation of a real-time prototype of 
healthcare system focusing on 
emotional aspect 

 

 

Regarding Chapter 3 to Chapter 6, I separately design, implement and evaluate relaxation 

service and emotion recognition by facial expression and ECG signal. However, to apply 

the proposed system in real environment, I need to build a prototype of healthcare system 

focusing on emotional aspect in order to evaluate the effectiveness to recognize users’ 

negative emotions and stress, and provide relaxation service. This chapter describes the 

prototype’s workflow and experimental evaluation of user feelings when they experienced 

the prototype of healthcare system focusing on emotional aspect.  
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7.1 Heart rate variability as background knowledge 

Heart rate variability (HRV) is a variation in time interval between each heart beat which 

calculated from inter-beat interval time series [122-123]. HRV can be analyzed in time 

domain or frequency domain. The time domain analysis indicates activity of Autonomic 

Nervous System (ANS), on the other hand frequency domain analysis indicates balance of 

ANS.  When ANS is balance, HRV will be higher but when it is not balance, the HRV will 

be lower. HRV is favorable technique to measure and evaluate stress because stress can 

directly affect to ANS [124]. The following are the examples of HRV parameters which 

calculate from normal-to-normal (NN) interval to recognize stress. 

A. Time domain parameters [124] 

In general, time domain parameter measures normal-to-normal interval using statistical 

methods such as mean, standard deviation, and so on as below. 

 SDNN is a standard deviation of the NN interval. The SDNN value depends on the 

length of measurement in which it is higher when the duration of measurement is 

long. SDNN is generally measure in millisecond. The higher SDNN indicates good 

ability to cope with stress. In contrast, lower SDNN indicates the risk of having 

chronic stress.  

 RMSSD is a root mean square of standard deviation of NN interval. RMSSD 

generally indicates high frequency variation in heart rate. 

B. Frequency domain parameters [123] 

 Low frequency (LF) is the frequency band of the power spectrum between 0.04 Hz 

– 0.15 Hz. It generally indicates the activity of sympathetic. 

 High frequency (HF) is the frequency band of the power spectrum between 0.15 Hz 

– 0.4 Hz. It generally indicates the activity of parasympathetic. 

 LF/HF ratio indicates the balance of sympathetic and parasympathetic systems. 
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 Total power (TP) is a short-term total power of power spectrum between 0 Hz – 0.4 

Hz. TP measurement reflexes to ANS. When TP is decreased, it indicates the 

chronic stress. The analysis meaning of TP is similar to SDNN in time domain. 

7.2 The workflow of prototype of healthcare system focusing on 
emotional aspect  

The workflow is shown in Figure 7.1. 

 First, emotion recognition by facial expression and ECG signal recognizes and 

analyzes the user’s current emotional state (1). 

 If a user is experiencing negative emotions, the emotional healthcare system 

provides the re-design version of relaxation service with a breathing control 

application to perform deep breathing to decrease them and make him/her feel 

better (2). (The re-design was described in Chapter 4.5) 

 After using the breathing control application for five minutes, the emotion 

recognition by facial expression and ECG signal re-analyses the user’s emotions 

(3). 

 If the user still has negative emotions, the relaxation service is provided again (2, 

3).  

 If the user feels better, he/she can choose to stop the service (4). 

  Next sections, I describe the experiments that evaluate the prototype of healthcare 

system focusing on emotional aspect. 
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Figure 7.1 Workflow of the healthcare system focusing on emotional aspect [90-91] 

7.3 Experiment 1: The relaxation service with emotion 
recognition by facial expression 

7.3.1 Objective 

Regarding the emotion recognition by facial expressions in Chapter 5, I have already 

experimentally evaluated it using only ten-fold cross validation. However, it has not been 

evaluated in real-time environment yet. Thus, this experiment aims to evaluate the real-

time facial emotion recognition. Moreover, this experiment is set to evaluate the 

effectiveness of relaxation service to decrease negative emotions, since it has been 

confirmed to effectively decreased stress in Chapter 4; however, it has not been confirmed 

to reduce negative emotions yet. Therefore, I evaluate both real-time emotion recognition 

by facial expression and the relaxation service.  
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7.3.2 Experiment setup 

Regarding the experimental results of emotion recognition by facial expressions in Chapter 

5, the results suggest that CDTP feature extraction with Kirsch eight-directional edge 

detection is more applicable than the others for real-time processing. Thus, the real-time 

emotion recognition by facial expressions applies CDTP-B to extract facial feature and 

classifies emotions using one-against-one of linear SVM. In this experiment, the SVM is 

trained using JAFFE database. 

JAFFE [110] consists of 213 images of ten females in six basic emotions with 

neutral faces. Another 60 Japanese subjects rated each image to assign emotion labels. I 

selected all 213 images (31 happiness, 29 disgust, 32 fear, 30 anger, 31 sadness, 30 surprise 

and 30 neutral) as training data. 

Figure 7.2 shows the re-design version of relaxation service which is used in this 

experiment. 

 

 

Figure 7.2 Re-design version of relaxation service 
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Figure 7.3 shows the experiment setup when participants perform the experiment. 

 

 

Figure 7.3 Experiment setup 

7.3.3 Participants 

According to the emotion recognition by facial expression which applies the JAFFE 

dataset as training data, eight Japanese female subjects, aged 20-21, with no self-reported 

mental disorders, participated in this experiment. They are the fourth-year students at the 

Department of Information Science and Engineering, Shibaura Institute of Technology. 

7.3.4 Experimental procedure 

I experimentally evaluate the accuracy of emotion recognition by facial expressions and 

the effectiveness of breathing control application using the facial emotion recognition. To 

perform the experiment, I equally divide the participants into two groups (Groups A and B).  
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In the first session, Group A is presented with the positive stimulus first while 

Group B is presented with the negative stimulus. Then, if the participants have negative 

emotions, the breathing control application in relaxation service is presented to them. 

Afterward, there is a break before the subsequent session to reduce the effect of prior 

stimuli toward the next session. In the second sessions, Group A is presented with the 

negative stimulus, and Group B is presented with the positive stimulus. Then, if the 

participants have negative emotions, the relaxation service supports them again. After each 

session, the participants answered a forced-choice questionnaire (Figure 7.4) about their 

feeling for the video stimulus and relaxation service. These choices are the basic emotions, 

including happiness, sadness, disgust, surprise, anger, fear, and neutral. During the 

experiment, the system actively monitored the participant facial expression to predict the 

emotional response to the video stimuli and relaxation service. Multiple emotions are 

actively detected by the system.  

The following is the steps to perform the experiment: 

#1. Participants watched a video for one minute. Participants in Group A watched a 

happy video about cute cats, but Group B watched a bad video about pus 

treatment. 

#2. While they watched the video, the emotion recognition recognizes their 

emotions by facial expression. 

#3. If the emotion recognition determined that participants had neutral or positive 

emotions (happy, surprise), the participants skip to procedure #6. However, if 

the emotion recognition determined that the participants have negative 

emotions, the participants continue to procedure #4. 

#4. The relaxation service provides a five-minute breathing control application with 

AR.  

#5. After five minutes, the participants stopped controlling their deep breathing but 

continued to watch the AR object and listened to music for ten seconds. During 

ten seconds, the facial emotion recognition analyzed their emotion from their 

face. 

#6. They answered the questionnaires about their real emotions (Figure 7.4). 
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#7. They rested for ten minutes. 

#8. Then, they watched a video for one minute. Participants in Group A watched a 

bad video about pus treatment, but Group B watched a happy video about cute 

cats. 

#9. Finally, the participants repeated procedures #2 to #6. 

 

 

Figure 7.4 Questionnaire about feelings (English version) 

7.3.5 Results and Discussion 

I experimentally evaluate two aspects: the accuracy of emotion recognition by facial 

expressions and the effectiveness of breathing control application. I also discuss the 

effectiveness of emotional healthcare system when integrating emotion recognition by 

facial expressions to provide relaxation service. 

A. Accuracy of emotion recognition by facial expression 

To evaluate the accuracy of emotion recognition by facial expressions, I compare the 

detected emotional results from the facial emotion recognition with the participants’ real 

emotional results from questionnaires (Figure 7.4). Table 7.1 shows the average results of 

detected emotions from the facial emotion recognition and the result of participants’ 

emotion from questionnaires. Even though several participants claim to feel neutral when 
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using the breathing control application, the facial emotion recognition recognize feeling of 

disgust. Thus, the emotion recognition by facial expression has some confusion between 

disgusted and neutral expressions.  

From the emotion recognition by facial expression with such confusion, the 

assessment of the system accuracy is done in emotion groups rather than individual 

emotion in order to increase the system robustness. Therefore, I separate the detected 

emotions into three groups.  

 Neutral emotions: neutral and disgust 

 Positive emotions:  happiness and surprise 

 Negative emotions: fear, anger and sadness 

However, only the emotion having the highest probability score is used in 

identifying the recognized emotion group as show in Table 7.2. The results are then 

compared with the emotion groups obtained from the questionnaires. Instead of treating 

each groups as independent, error calculation is done in consideration of the closeness of 

the emotion groups. Therefore, the error can be calculated from rules in Figure. 7.5. Below 

is the explanation of the error rule: 

 If the questionnaires are either negative or positive but the recognized results are 

the opposite, the error score of that case is 1. 

 If the questionnaires are either negative or positive but the recognized results are 

neutral or disgust, and vice versa, the error score of that case is 0.5 

 If the questionnaires and the recognized results are matched, then the error score is 

0. 
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Table 7.1 Results of participants’ emotions from emotion recognition and questionnaires 

Partici-
pant 

Video Emotional Results 

Watch a video  for one minute After using a breathing control 
application for five minutes  

Emotion 
recognition 

Questionnaire Emotion 
recognition 

Questionnaire 

P1 Happy Dis 41.46% 
Ang 58.54 % 

Happiness Dis 87.50 % 
Fear 12.50% 

Neutral 

Bad Dis 95.12% 
Ang 4.88% 

Fear Dis 100.00% Neutral 

P2 Happy Fear 78.05% 
Dis 21.95% 

Neutral Dis 100.00 % Neutral 

Bad Fear 100.00% Fear Fear 62.50% 
Dis 37.50% 

Neutral 

P3 
 

Happy Dis 100.00% Happiness Dis 100.00 % Neutral 
Bad Dis 46.34 % 

Fear 31.71 % 
Ang 19.51 % 

Fear Dis 75.00% 
Fear 25.00% 

Neutral 

P4 Happy Fear 73.17% 
Dis 4.88 % 

Happiness Dis 25.00% Neutral 

Bad Fear 78.05% 
Dis 9.76% 

 

Disgust 
Surprise 

Fear 

Dis 25.00% 
Fear 62.50% 

Sadness 

P5 
 

Happy Dis 2.44% 
Ang 95.12% 

Happiness Dis 12.50% 
Ang 75.00% 

Neutral 

Bad Ang 97.56% Neutral Dis 25.00% 
Ang 75.00% 

Fear 

P6 
 

Happy Dis 100.00% Happiness Dis 100.00% Disgust 
Neutral 

Bad Dis 100.00% Disgust 
 

Dis 100.00% Neutral 

P7 
 

Happy Dis 100.00% Happiness Dis 50.00% Neutral 
Bad Dis 78.05% 

Ang 2.44% 
Fear Dis 100.00% Neutral 

P8 
 

Happy Ang 100.00% Happiness Ang 75.00% 
Dis 25.00% 

Happiness 

Bad Ang 73.17% 
Dis 19.51% 
Fear 7.32% 

Surprise Dis 50.00% 
Ang 50.00% 

Happiness 

*Dis = Disgust,  Ang = Anger 
**The summary of average results from emotion recognition by facial expression might not equal 

100% because of face detection failure. 
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Table 7.2 Emotion groups based on emotion recognition by facial expression 

Partici-
pant 

Video Emotion Groups 

While watching a video  for 
one minute 

After using a breathing control 
application for five minutes  

System Questionnaire System Questionnaire 

P1 Happy Negative Positive Neutral Neutral 

Bad Neutral Negative Neutral Neutral 

P2 Happy Negative Neutral Neutral Neutral 

Bad Negative Negative Negative Neutral 

P3 

 

Happy Neutral Positive Neutral Neutral 

Bad Neutral Negative Neutral Neutral 

P4 Happy Negative Positive Neutral Neutral 

Bad Negative Negative Negative Negative 

P5 

 

Happy Negative Positive Negative Neutral 

Bad Negative Neutral Negative Negative 

P6 

 

Happy Neutral Positive Neutral Neutral 

Bad Neutral Neutral Neutral Neutral 

P7 

 

Happy Neutral Positive Neutral Neutral 

Bad Neutral Negative Neutral Neutral 

P8 

 

Happy Negative Positive Negative Positive 

Bad Negative Positive Negative Positive 
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Figure 7.5 Rules for error calculation 

From Table 7.2 and Figure 7.5, the error score is 12, but if errors occur in all cases, 

the score is 32. Thus, the error percentage is ((12*100)/32) = 37.5, and the accuracy is 

100% – 37.5% (error) = 62.5%. 

When comparing the accuracies from real-time processing and ten-fold cross 

validation (Table 7.3) to classify positive, negative and neutral emotions, the benchmark 

and comparison results indicate that neutral expression is more confused with negative 

expressions. Moreover, the emotion recognition’s accuracy is reduced by around 84.05 % - 

62.5% = 21.55%. This is because of some issues from real situation as follow: 

 Emotion recognition by facial expressions applies a pattern recognition technique to 

recognize the emotions. Recognition of some similarity in facial expression is 

caused by different emotions, can become confused and complicate to correctly 

classifying emotions.   

 I apply JAFFE dataset as training data. Since collected data is from only ten 

Japanese females, perhaps the variation in facial expressions is not in adequate to 

 recognize emotions from several users in real-time processing. 
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 The emotion recognition has some limitations. It can only accurately recognize 

emotions if users clearly and exaggeratedly express them on their faces. However, 

since Japanese females generally hide their emotions and do not express more 

emotion on their face.  

To address this limitation of the emotion recognition by facial expression in order 

to improve its accuracy I apply multimodal techniques (ECG signals) to detect emotion 

with the emotion recognition by facial expressions. I will explain in section 7.4. 

 

Table 7.3 Confusion matrices of emotion recognition by facial expression using my 

approach (CDTP-B) and one against one of linear SVM when classifying JAFFE dataset 

TRUE 

PRED. 

Positive  
(%) 

Neutral 
(%) 

Negative 
(%) 

Accuracy 

Positive 93.44 36.67 2.46 

84.05% 
+/- 0.15% 

Neutral 1.64 10.00 0 

Negative 4.92 53.33 97.54 

B. Effectiveness of breathing control application 

From the results of facial emotion recognition in Table 7.2, several participants feel 

negative emotions (disgust, anger and fear) while watching the video. After watching it, I 

provide them with a breathing control application for five minutes. After that, their 

negative emotions (fear and anger) decrease. However, they still feel disgust, even though 

this feeling should be neutral because the emotion recognition by facial expressions has 

some confusion between disgusted and neutral expressions. In addition, the questionnaire 

results (Table 7.2) confirms that they feel neutral or happy after using the breathing control 

application. Therefore, the breathing control application effectively decreases some 

negative emotions and increases some neutral or positive emotions. 
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C. The emotional healthcare system with the real-time emotion recognition by facial 
expression 

The purpose of the emotional healthcare system is to cope with users’ negative emotion in 

daily life. To clarify the efficiency of the implemented emotion recognition by facial 

expression to detect negative emotions, I calculate how accurately it recognizes negative 

emotions for my facial emotion recognition as follows. 

From Table 7.2 and Figure 7.5, only the cases of watching the bad video are 

considered to measure the effectiveness of the emotional healthcare system. The results 

show that the error score is 4.5 but if errors occur in all the cases, the errors pose to 16. 

Thus, the error percentage is ((4.5*100)/16) = 28.125%, and the accuracy is 100% – 

28.125% (error) = 71.875%. Even though I failed to achieve 100% accuracy, but it 

adequately and reliably recognized negative emotions for the emotional healthcare system. 

7.4 Experiment 2: Real-time emotion recognition by facial 
expression and ECG signal for the relaxation service 

7.4.1 Objective 

Regarding the results of experiment 1, the real-time emotion recognition by facial 

expression has some difficulty and confusion issues when users slightly express emotions 

on their face. To improve its accuracy, I apply emotion recognition by ECG in Chapter 6 to 

recognize emotions with emotion recognition by facial expression. I conduct this 

experiment to evaluate the real-time emotion recognition by facial expression and ECG 

signal.   

7.4.2 Experiment setup 

The real-time emotion recognition by facial expressions is set up similar to Experiment 1. 

The real-time emotion recognition using ECG signal applies LTP to extract ECG feature 

from 10s of frame-length and 5s of frame-shift. Actually, the result of benchmark test 

(Chapter 6) indicated that the emotion recognition by ECG signal produced the highest 
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accuracy when extracting feature from 15s of frame-length with 7.5s of frame-shift. 

However, to apply it in real-time processing, high accuracy and high performance should 

be considered. I think extracting feature from 10s of frame-length does not consume time 

as much as extracting feature from 15s of frame-length. Moreover, the accuracies of 10s 

and 15s of frame-length are not significantly different. Therefore, it is better to extract 

ECG feature from 10s of frame-length and 5s of frame-shift in real-time processing 

because it can produce both high accuracy and performance. The emotion recognition by 

ECG signal classifies emotions using k-NN with k=5. In this experiment, the k-NN is 

trained using AuBT database (Chapter 6.3.3). 

7.4.3 Participants 

According to the emotion recognition by facial expression which applies the JAFFE 

dataset as training data, eight Japanese female subjects, with no self-reported mental 

disorders, participated in this experiment. They are the fourth-year students and staff at the 

Department of Information Science and Engineering, Shibaura Institute of Technology. 

7.4.4 Experimental procedure 

I experimentally evaluate the accuracy of real-time emotion recognition by facial 

expressions and ECG signal. To perform the experiment, I equally divide the participants 

into two groups (Groups A and B). The experimental procedure is similar to the previous 

one. 

In the first session, Group A is presented with the positive stimulus first while 

Group B is presented with the negative stimulus. Afterward, there is a break before the 

subsequent session to reduce the effect of prior stimuli toward the next session. In the 

second sessions, Group A is presented with the negative stimulus, and Group B is 

presented with the positive stimulus. After each session, the participants answered a 

forced-choice questionnaire (1st question of Figure 7.4) about their feeling for the video 

stimulus. These choices are the basic emotions, including happiness, sadness, disgust, 

surprise, anger, fear, and neutral. Finally, they answered the second questionnaire about 

acceptable error of emotion recognition (Figure 7.6). During the experiment, the system 
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actively monitored the participants’ facial expression and ECG signal to predict the 

emotional response to the video stimulus. Multiple emotions are actively detected by the 

system.  

The following is the steps to perform the experiment: 

#1. Participants watched a video for three minutes. Participants in Group A watched 

a happy video about baby, but Group B watched a bad video about daughter 

who has dumb father. 

#2. While they watched the video, the emotion recognition recognizes their 

emotions by facial expression and ECG signal. 

#3. They answered the questionnaires about their real emotions (1st question of 

Figure 7.4). 

#4. They rested for ten minutes. 

#5. Then, they watched a video for three minute. Participants in Group A watched a 

bad video, but Group B watched a happy video. 

#6. After that, the participants repeated procedures #2 to #3. 

#7. Finally, the participants answered the questionnaires in Japanese about 

acceptable error of emotion recognition (Figure 7.6). 

 



CHAPTER 7.  EVALUATION OF A REAL-TIME PROTOTYPE OF                                     123 
HEALTHCARE SYSTEM FOCUSING ON EMOTIONAL ASPECT 
        

 
 

 

Figure 7.6 Questionnaire about system errors (English version) 

7.4.5 Results and Discussion 

This experiment, I evaluate two aspects: the accuracy of the emotion recognition by facial 

expressions and ECG signal, and the system error that is acceptable for emotional 

healthcare system. 

A. Accuracy of emotion recognition by facial expression and ECG signal 

To evaluate the accuracy of emotion recognition by facial expressions and ECG signal, I 

compare the detected emotional results from the facial expression and ECG signal with the 

participants’ real emotional results from questionnaires. Table 7.4 shows the average 
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results of the detected emotions from the emotion recognition by facial expression and 

ECG signal, and the participants’ emotions from questionnaires.  

According to the previous experimental results, the emotion recognition by facial 

expression has some confusion between disgusted and neutral expressions. The assessment 

of the system accuracy is done in emotion groups rather than individual emotion (similar to 

the previous experiment).  The detected emotions are divided into three groups.  

 Neutral emotions: neutral and disgust 

 Positive emotions :  happiness and surprise 

 Negative emotions: fear, anger and sadness 

From the previous experiment, only emotion having the highest probability score is 

used in identifying the recognized emotion group. However, to detect symptom of negative 

feeling for providing the relaxation service, I set standard probability thresholds of each 

emotion for facial expression and ECG signal in this experiment as shown in Table 7.5. If 

one of recognized negative emotions has higher score than its threshold, the emotion group 

is negative group. The reason why I apply this threshold is to increase the effectiveness for 

detecting negative emotions. To combine the recognition results of emotion recognition by 

facial expression and ECG signal, I apply OR rule of probability in which negative 

emotions are “1”, neutral and positive emotions are “0” but if there are only neutral and 

positive emotions, the positive emotions are “1” and neutral emotion is “0” as shown in 

Table 7.6 

The combined results between facial expression and ECG signal are shown in Table 

7.7. Then, I compared the results with the emotion groups obtained from the questionnaires 

using error calculation (Figure 7.5). Table 7.8 shows error score that obtains using error 

calculation. Then, I calculate the error percentage by dividing error score with maximum 

error score based on questionnaire results. The maximum error score of all cases, positive 

case and negative case will be 16, 7 and 8 respectively. After that, the error percentage and 

accuracies of emotion recognition by facial expression and ECG signal are also calculated 

and shown in Table 7.8.  
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Table 7.4 Results of participants’ emotions from emotion recognition and questionnaires 

Partici
pant 

Video After watching videos Appropriate Error 

System Questionnaire #1 Pos-
>Neg 

#2 Neg -> 
Pos 

Face ECG 
P1 Funny Dis 97.56% Hap 97.18% 

Sad 2.81%
Happy 2 4

Sad Dis 85.37% 
Ang 9.76%

Hap 65.74% 
Sad 34.26%

Sad, Fear, Anger 

P2 Sad Dis 12.50% Hap 82.84% 
Sad 17.16%

Sad 4 2

Funny Dis 21.95% Hap 92.80% 
Sad 7.20%

Happy 

P4 Sad Dis 95.12% 
Fea 2.24%

Hap 56.04% 
Sad 43.96%

Sad 4 3

Funny Dis 82.93% 
Fea 14.63%

Hap 3.47% 
Sad 96.53%

Happiness 

P5 Funny Fea 95.00% 
Dis 5.00%

Sad 65.22% 
Hap 34.78%

Happy 4 2

Sad Fea 92.68% Hap 66.67% 
Sad 29.17% 
Ang 4.16%

Sad 

P6 Sad Dis 40.00% Sad 70.00% 
Hap 30.00%

Sad 4 2

Funny Dis 67.56% Sad 64.71% 
Hap 35.29%

Happy 

P7 Funny Dis 72.68% Sad 82.61% 
Hap 17.39%

Neutral 5 2

Sad Dis 31.56% Sad 52.63% 
Hap 42.11% 
Ang 5.26%

Sad 

P8 Sad Dis 100.00% Sad 55.00% 
Hap 45.00%

Sad 3 4

Funny Dis 92.86% Hap 73.68% 
Ang 21.06% 

Sad 5.26%

Happy 

P9 Funny Dis 75.00% 
Fea 22.50%

Hap 76.92% 
Sad 23.08%

Happy 2 4

Sad Dis 78.04% Hap 95.00% 
Sad 5.00%

Sad 

* Dis = Disgust, Ang = Anger, Fea = Fear, Hap= Happy 
**The summary of average results from emotion recognition by facial expression might not equal 

100% because of face detection failure. 
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Table 7.5 Standard probability thresholds for facial expression and ECG signal 

Emotion recognition Detected emotions Standard probability threshold 

Facial expression 7 emotions 100/7 = 14.29 

ECG signal 3 emotions 100/3 = 33.33 

Table 7.6 OR rule of probability for determining emotion groups 

Result from emotion 

recognition by facial 

expression 

Result from Emotion 

recognition by ECG signal 

Assigned emotion 

groups 

Negative  1 
Positive  0 Negative 

Neutral  0 Negative 

Positive  
0 Negative  1 Negative 

1 Neutral  0 Positive 

Neutral 0 
Negative  1 Negative 

Positive  1 Positive 

Table 7.7 Emotion groups based on emotion recognition 

Partici
pant 

Video After watching videos Appropriate Error 
System Question

naire 
#1 Pos-
>Neg 

#2 Neg -
> Pos Face ECG Face + ECG 

P1 Funny Neu Pos Pos Pos 2 4

Sad Neu **Neg **Neg Neg 
P2 Sad Neu Pos Pos Neg 4 2

Funny Neu  Pos Pos Pos 
P4 Sad Neu **Neg **Neg Neg 4 3

Funny Neg Neg Neg Pos 
P5 Funny Neg Neg Neg Pos 4 2

Sad Neg Pos Neg Neg 
P6 Sad Neu Neg Neg Neg 4 2

Funny Neu Neg Neg Pos 
P7 Funny Neu Neg Neg Neu 5 2

Sad Neu Neg Neg Neg 
P8 Sad Neu Neg Neg Neg 3 4

Funny Neu  Pos Pos Pos 
P9 Funny Neg Pos Neg Pos 2 4

Sad Neu Pos Pos Neg 

*Pos= Positive, Neu= Neutral, Neg=Negative 

** Results from using thresholds to detect the symptom of negative feeling 
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Table 7.8 Error and accuracy of emotion recognition by facial expression and ECG signal 

Emotion groups All Positive Negative

Error score 

Facial expression 8.5 5  3.5 

ECG 6.5 3  3 

Facial expression and ECG  6.5  4 2 

Error percentage  

Facial expression 53.13 71.43 43.75

ECG 40.63 42.86 37.50

Facial expression and ECG 40.63 57.14 25.00

Accuracy  

(100%- Error Percentage) 

Facial expression 46.88 28.57 56.25

ECG 59.38 57.14 62.50

Facial expression and ECG 59.38 42.86 75.00

 

From the recognized results, the emotion recognition by facial expression still 

confuses when recognizing emotions that effect to its accuracy. It can produce only 46.88% 

of accuracy. On the other hand, the accuracy of emotion recognition by ECG signal is 

59.38%. Therefore, the emotion recognition by facial expression is less accurate than the 

emotion recognition by ECG signal because participants slightly express emotions on their 

face that caused some confusion, but ECG signal can capture their internal emotions.  

When combining the results from facial expression and ECG signal, the combined 

results indicate that the emotion recognition from facial expression and ECG signal can 

increase the accuracy of emotion recognition by facial expression. Even though, the 

accuracy of emotion recognition by facial expression and ECG signal is only 59.38% but it 

can recognize negative emotions and symptom of negative feeling around 75%. Moreover, 

real-time emotion recognition by facial expression can recognize emotions around 1 

second/frame. However, emotion recognition from ECG signal can recognize emotions 

around 10 seconds, since emotional details can be observed on ECG signal from 3s -15s. 

Therefore, real-time emotion recognition is feasible to recognize emotions for 10 seconds. 

This real-time emotion recognition by facial expression and ECG signal is beneficial for 

the relaxation service and the emotional healthcare system to analyze negative emotions to 

provide assistance.  
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B. System errors in the emotional healthcare system 

Another purpose of this experiment is to get participants’ opinion on errors that might be 

occurs in the emotional healthcare system. I evaluate using the questionnaire in Figure7.6. 

There are two types of errors that the emotion recognition by facial expression and ECG 

signal can produce. These errors are reflex to the efficiency of emotional healthcare 

system. 

Error #1: The participants have positive emotions but the system detects it as 

negative/neutral emotions. Then, the system will provide the application to 

let them deeply breathe to relax them.  

Error #2: The participants have negative emotions but the system detects it as 

positive/neutral emotions. Then, the system will not do anything to make 

them feel better. 

The questionnaire results which analyzed using independent t-test (Table 7.9) show 

that there is no significant difference between error #1 and #2. However, mean of error #1 

is higher than error #2 which indicates many participants can accept error #1 more than 

error #2 because if users have negative emotions but the emotion recognition recognizes as 

positive emotions (error #2), then the emotional healthcare system will not provide any 

assistance to make them feel better. This means that the system is inefficient. Therefore, 

the error #1 is acceptable.  

The emotion recognition by facial expression and ECG signal has not reach 100% 

of accuracy yet. It still has errors. From Table 7.8, it can detect negative case better than 

positive case. Therefore, the results confirmed that this real-time emotion recognition is 

efficient enough to recognize negative emotion and symptom of negative feeling for the 

emotional healthcare system to provide assistance. 

 

 

 

 



CHAPTER 7.  EVALUATION OF A REAL-TIME PROTOTYPE OF                                     129 
HEALTHCARE SYSTEM FOCUSING ON EMOTIONAL ASPECT 
        

 
 

Table 7.9 T-test comparison about system errors between error#1 and error#2 

Acceptable error Mean S.D. t P-Value 

Error #1 : Positive emotions are detected 

as negative emotions  
3.50 1.069 1.213 

1.000 
Error #2 : Negative emotions are detected 

as positive emotions 
2.88 .991 1.213 

 

7.5 Improvement of the prototype with emotion recognition and 
stress detection 

7.5.1 Issues of the prototype 

From the prototype and its evaluation, I found that the prototype of emotional healthcare 

system still has two issues as follows: 

 After providing the relaxation service, the emotion recognition by ECG signal 

cannot recognize neutral emotions to confirm the effectiveness of relaxation service 

because the training dataset that I applied for real-time emotion recognition using 

ECG signal, contain only three emotions (happiness, sadness and anger). To 

recognize neutral emotions is very necessary, since many participants feel neutral 

after experiencing the relaxation service based on the results of experiment 1. To 

solve this issue, I need to apply another dataset that contains ECG data of neutral 

emotion in order to confirm the effectiveness of relaxation service. 

 Since, the purpose of relaxation service is to decrease negative emotions and stress; 

however, this emotional healthcare system can recognize only negative emotions 

but it cannot recognize stress in order to provide relaxation service. To solve this 

issue, the stress detection should be applied in the prototype. 
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Therefore, to increase the effectiveness of the prototype and address the above 

issues, integration of stress detection to the prototype is more preferable because currently, 

the prototype of emotional healthcare system can detect neutral emotion from users’ facial 

expression but it cannot recognize stress. Thus, integration of stress detection will increase 

the effectiveness and efficiency of the prototype to provide the relaxation service, since 

stress is one of mental problems that the healthcare system should be taken into account as 

well. Furthermore, it might be able to solve the confusion issue of emotion recognition by 

facial expression. Next section, I explain an improvement of the prototype of emotional 

healthcare system and I conduct the third experiment to evaluate the prototype to recognize 

emotions from facial expression and stress from ECG signal in order to provide the 

relaxation service. 

7.5.2 Workflow of improvement of the prototype 

Workflow of the improved prototype is shown in Figure 7.7. 

 First, emotion recognition by facial expression and stress detection by ECG signal 

recognize and analyze the user’s current emotional state and stress level 

respectively (1). 

 If a user is experiencing negative emotions or stress, the emotional healthcare 

system provides the re-design version of relaxation service with a breathing 

control application to perform deep breathing to decrease negative emotions or 

stress, and make him/her feel better (2). 

 After using the breathing control application for a five minute, the emotion 

recognition by facial expression and stress detection by ECG signal re-analyze the 

user’s emotions and stress (3). 

 If the user still has negative emotions or stress, the relaxation service is provided 

again (2, 3).  

 If the user feels better, he/she can choose to stop the service (4). 
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From the workflow, I improve the effectiveness and efficiency of the prototype by 

integrating the real-time stress detection from ECG signal to recognize users’ stress 

together with facial emotion recognition to provide the relaxation service. The stress 

detection applies the standard deviation of the normal-to-normal interval (SDNN) of heart 

rate variability (HRV) to detect stress because SDNN of HRV is one effective technique for 

recognizing stress [124]. Additionally, SDNN can indicate the ability of release stress. In 

general, SDNN is derived from the average of all standard deviations of RR interval in 

every five minutes. According to the HRV analysis system, when humans have stress, 

SDNN will be less than 35 ms, but if SDNN is greater than 35 ms, it indicates that humans 

have a good ability to release stress. However, this SDNN value is calculated from the 

average of standard deviation of each five-minute analysis within 24 hours. It is suitable 

for long-time analysis. To detect stress in short period, the appropriate SDNN threshold 

should be used. Thus, I set preliminary experiment to determine the appropriate SDNN 

threshold for short-time analysis in the next section. 

 

 

Figure 7.7 Workflow of the improved prototype [90-91]  
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7.5.3 Preliminary experiment: SDNN threshold 

This preliminary experiment is conducted to set the SDNN value that is suitable for short-

time analysis. The participants are two Japanese and Thai females. The experiment 

procedure is as below. 

#1. The participants watch 30 negative images from International Affective Picture 

System (IAPS) [125] for four minutes while their ECG signals are recorded. 

#2. They use breathing control application for five minutes.  

#3. After that, their ECG signal is recorded for one minute. 

#4.  Finally, they answer the questionnaire about experiencing stress (Yes or No).  

The results of the preliminary experiment are shown in Table 7.10. The SDNN of 

this experiment is calculated from the average of all standard deviations of RR interval in 

every ten seconds. The threshold of the SDNN value for detecting stress should be between 

29ms-46ms. Therefore, I set SDNN thresholds: 35 ms based on the HRV analysis system 

for detecting and analyzing stress.  

Table 7.10 Results of preliminary experiment about participants’ stress 

Partici
pants 

While watching images  for 
four minutes 

After using a breathing control 
application for five minutes 

ECG (SDNN) Questionnaire ECG (SDNN) Questionnaire 

P1 28.91 Yes 63.98  No 

P2 23.15 Yes 46.59 No 
 

The workflow of stress detection using SDNN (Figure 7.8) is as follows.   

 The stress detection performs low pass and notch filter to remove noise from ECG 

signal.  

 QRS Detection is performed to detect the QRS Interval.  

 After that, it detects peak amplitude and location of each RR-Interval from the 

cleaned ECG signal. 

 RR Interval is collected within ten seconds 
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 The stress detection calculates SDNN from the average of all standard deviations 

of RRI in every ten seconds. 

 If SDNN is less than the threshold, it indicates that the user is experiencing some 

stress. If SDNN is greater than or equal to the threshold, user has no stress. 

In the next sections, I describe the experiment that evaluates the improvement of the 

prototype. 

 

Figure 7.8 Stress detection using ECG signal 



CHAPTER 7.  EVALUATION OF A REAL-TIME PROTOTYPE OF                                     134 
HEALTHCARE SYSTEM FOCUSING ON EMOTIONAL ASPECT 
        

 
 

7.6 Experiment 3: the efficiency and effectiveness of 
improvement of the prototype with emotion recognition and 
stress detection 

7.6.1 Objective 

This experiment is conducted to measure the accuracy of the real-time stress detection 

from ECG signal with emotion recognition by facial expressions and to evaluate the 

prototype of emotional healthcare system. Additionally, this experiment is set to determine 

the most appropriate SDNN threshold for the prototype. 

7.6.2 Experiment setup 

The real-time emotion recognition by facial expressions and relaxation service are set up 

similar to Experiment 1. The real-time stress detection from ECG signal uses SDNN to 

recognize stress. The SDNN threshold is set to 30ms, 35ms and 40ms in order to find 

appropriate threshold for this prototype.  

7.6.3 Participants 

According to the emotion recognition by facial expression which applies the JAFFE 

dataset as training data, another six Japanese female subjects, ages between 24 to 46 years 

old, with no self-reported mental disorders, participated in this experiment. They are 

graduate students and staffs at Shibaura Institute of Technology. 

7.6.4 Experimental procedure 

I experimentally evaluate the efficiency and effectiveness of the prototype of emotional 

healthcare system and the accuracy of the real-time stress detection from ECG signal with 

the emotion recognition by facial expressions.  

The participants are presented with the 30 negative images from International 

Affective Picture System (IAPS) [125] including snakes, spiders, crying babies, etc. Then, 
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if the participants have negative emotions and stress, the breathing control application in 

relaxation service is presented to them. After that, the participants answer a forced-choice 

questionnaire (Figure 7.9) about their feeling for the image stimulus and breathing control 

application in relaxation service. These choices are the basic emotions, including 

happiness, sadness, disgust, surprise, anger, fear, and neutral. Finally, they answer the 

second questionnaire about their stress (Figure 7.9). During the experiment, the system 

actively monitors the participant facial expression and ECG signal to predict the emotional 

and stress response to the image stimulus and relaxation service. Multiple emotions and 

stress are actively detected by the system.  

The following are the steps to perform the experiment: 

#1. Participants watch 30 negative images for four minutes.  

#2. While they watch the images, the emotion recognition recognizes their 

emotions from facial expressions and the stress detection recognizes stress from 

ECG signal. 

#3. If they have negative emotions or stress, the relaxation service with breathing 

control application is provided to the participants for five minutes. 

#4. After they experience the relaxation service, the emotion recognition recognizes 

their emotions from facial expressions and the stress detection recognizes stress 

from ECG signal for one minute. 

#5. Finally, they answer questionnaire about their experienced emotions and stress 

(Figure 7.9). 
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Figure 7.9 Questionnaire about feeling and stress (English version) 

7.6.5 Results and Discussion 

This experiment, I evaluate two aspects: the accuracy of emotion recognition by facial 

expressions with stress detection from ECG signal, and the efficiency of the improved 

prototype of emotional healthcare system 

A. Accuracy of emotion recognition by facial expression with stress detection from 
ECG signal 

To evaluate the accuracy of emotion recognition by facial expressions with stress detection 

from ECG signal, I compare the detected emotional results from the facial expression and 

stress results from ECG signal with questionnaire results. Table 7.11 shows results of the 

detected emotions from the emotion recognition by facial expression, SDNN values from 

stress detection using ECG signal, and the questionnaire results. Based on the emotion 

groups of the emotion recognition by facial expression and SDNN thresholds, Table 7.12 

shows emotion groups and stress results. 
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Table 7.11 Results of participants’ emotions and stress from emotion recognition, stress 
detection and questionnaires 

Partici
pants 

While watching images  for four 
minutes 

After using a breathing control 
application for five minutes 

Facial 
expression 

ECG 
(SDNN) 

Questionnaire Facial 
expression 

ECG 
(SDNN) 

Questionnaire 

P1 Dis 63.04% 29.41 Fear / Stress Dis 
100.00% 

35.16 Happiness / No 
stress 

P2 Fea 84.32%  
Dis 13.72% 

19.72 Sadness / 
Stress 

Dis 50.00%

Fea 20.65% 
58.36 Neutral / No 

stress 

P3 Dis 86.28%  
Fea 11.76% 

19.03 Sadness / 
Stress 

Dis 96.60%

Fea  1.14%  
35.68 Neutral / No 

stress 

P4 Dis 98.00% 
Fea 2.00% 

21.93 Sadness, 
Disgust, 

Surprise, Fear, 
Neutral / Stress

Dis 94.00%

Fea 2.00% 
47.30 Disgust, 

Neutral/ No 
stress 

P5 Fea 60.00% 
Dis 32.00% 
Ang 8.00% 

25.09 Sadness / 
Stress 

Fea 84.78%

Dis 8.70% 
Ang 4.34% 

39.25 Neutral / No 
stress 

P6 Dis 
100.00% 

28.90 Surprise / 
Stress 

Dis 97.22% 33.28 Neutral / No 
stress 

*Dis = Disgust,  Ang = Anger, Fea= Fear 
**The summary of average results from emotion recognition by facial expression might not equal 

100% because of face detection failure.  
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Table 7.12 Emotion groups and stress results when SDNN thresholds are 30ms, 35ms and 
40ms 

Period Partici
pants 

Question-
naire 

Facial 
expression 

ECG  
(SDNN 

threshold = 
30) 

ECG  
(SDNN 

threshold 
= 35) 

ECG  
(SDNN 

threshold 
= 40) 

While 
watching 

images  for 
four 

minutes 

P1 Negative / 
Stress 

Neutral Stress Stress Stress 

P2 Negative / 
Stress 

Negative Stress Stress Stress 

P3 Negative / 
Stress 

Neutral Stress Stress Stress 

P4 Negative  / 
Stress 

Neutral Stress Stress Stress 

P5 Negative / 
Stress 

Negative Stress Stress Stress 

P6 Positive / 
Stress 

Neutral Stress Stress Stress 

After 
using 

breathing 
control 

application 
for five 
minutes 

P1 Positive / 
No stress 

Neutral No stress No stress Stress 

P2 Neutral / 
No stress 

Neutral No stress No stress No stress 

P3 Neutral / 
No stress 

Neutral No stress No stress Stress 

P4 Neutral/ 
No stress 

Neutral No stress No stress No stress 

P5 Neutral / 
No stress 

Negative No stress No stress Stress 

P6 Neutral / 
No stress 

Neutral No stress Stress Stress 

Accuracy (%) 75.00 100.00 91.67 66.67 
 

From the results in Table 7.12 and the error rule (Figure 7.5), the error score of 

emotion recognition by facial expression is 3, but if errors occur in all cases, it is 12. Thus, 

the error percentage is ((3*100)/12) = 25, and the accuracy is 100% – 25% (error) = 75%. 

From the comparison results between stress detection with SDNN threshold = 35 and 

questionnaire results, 11 out of 12 are correct. Therefore, its accuracy is = 91.67%. 
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To activate relaxation service when users experience negative emotions or stress, I 

apply the OR rule of probability (Negative emotions or stress will be 1 and the others will 

be 0) to the combined result between the emotion recognition by facial expression and 

stress detection from ECG signal as shown in Table 7.13 and the combination results are 

shown in Table 7.14 

 

Table 7.13 OR rule of probability for activation of relaxation service. 

Emotion Results  

(questionnaire and emotion 

recognition by facial 

expression) 

Stress Results  

(questionnaire and stress 

detection using ECG signal) 

Activation of 

relaxation service 

Negative  1 
Stress 1 √ 

No stress 0 √ 

Positive / 

Neutral 
0 

Stress 1 √ 

No stress  0 - 

 

The results in Table 7.14 show that the emotion recognition by facial expression can 

activate the relaxation service with 66.67% of accuracy. The combined results from the 

emotion recognition by facial expression and stress detection from ECG signal produce 

error of only 16.67% which is reduced from 33.33% of error from only facial emotion 

recognition. Therefore, stress detection from ECG signal can address the confusion issue of 

the facial emotion recognition. Furthermore, the combination of both is very effective at 

recognizing negative emotions and stress with 83.33% of accuracy. Additionally, this real-

time emotion recognition by facial expression can recognize emotions around 1 

second/frame. However, stress detection from ECG signal can recognize emotions around 

10 seconds. Thus, real-time emotion recognition and stress detection are feasible to 

recognize emotions and stress for 10 seconds. 
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Table 7.14 Combined results to activate relaxation service when SDNN threshold = 35ms 

Period Partici
pants 

Facial 
expression 

ECG  
(SDNN 

threshold 
= 35) 

Activation of relaxation service 

Question-
naire 

Facial 
Emotion 

Recognition 

Combined 
results 

While 
watching 
images  
for four 
minutes 

P1 Neutral Stress Activated Not activated Activated 

P2 Negative Stress Activated Activated Activated 

P3 Neutral Stress Activated Not activated Activated 

P4 Neutral Stress Activated Not activated Activated 

P5 Negative Stress Activated Activated Activated 

P6 Neutral Stress Activated Not activated Activated 

After 
using 

breathing 
control 

applicatio
n for five 
minutes 

P1 Neutral No stress Not 
activated 

Not activated Not activated 

P2 Neutral No stress Not 
activated 

Not activated Not activated 

P3 Neutral No stress Not 
activated 

Not activated Not activated 

P4 Neutral No stress Not 
activated 

Not activated Not activated 

P5 Negative No stress Not 
activated 

Activated Activated 

P6 Neutral Stress Not 
activated 

Not activated Activated 

Accuracy (%) 66.67 83.33 

B. Efficiency of improved prototype of emotional healthcare system 

From the experimental results (Table 7.11 – 7.14), integration of stress detection can 

improve the efficiency of the prototype for recognizing stress and providing relaxation 

service. Furthermore, the results confirm that relaxation service is effective at decreasing 

stress and negative emotions. All participants watched negative images, they experienced 

some stress with negative emotions but after using the breathing control application, they 

had neutral or positive emotions without stress. 



CHAPTER 7.  EVALUATION OF A REAL-TIME PROTOTYPE OF                                     141 
HEALTHCARE SYSTEM FOCUSING ON EMOTIONAL ASPECT 
        

 
 

Table 7.15 Accuracies of stress detection when SDNN thresholds are 30, 35 and 40 ms  

SDNN Threshold (ms) Accuracy (%) 
30 100.00 
35 91.67 
40 66.67 

 

Table 7.16 Combined results to activate relaxation service when SDNN threshold = 30ms 

Period Partici
pants 

Facial 
expression 

ECG  
(SDNN 

threshold 
= 30) 

Activation of relaxation service 

Combined 
results 

Questionnaire 

While 
watching 
images  
for four 
minutes 

P1 Neutral Stress Activated Activated 

P2 Negative Stress Activated Activated 

P3 Neutral Stress Activated Activated 

P4 Neutral Stress Activated Activated 

P5 Negative Stress Activated Activated 

P6 Neutral Stress Activated Activated 

After 
using 

breathing 
control 

application 
for five 
minutes 

P1 Neutral No stress Not activated Not activated 

P2 Neutral No stress Not activated Not activated 

P3 Neutral No stress Not activated Not activated 

P4 Neutral No stress Not activated Not activated 

P5 Negative No stress Activated Not activated 

P6 Neutral No stress Not activated Not activated 
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C. The most appropriate SDNN threshold for the prototype 

Since, the SDNN threshold for detecting stress should be between 29ms-46ms. To 

determine the most appropriate SDNN threshold, I analyzed the experiment results again 

by setting another two SDNN thresholds: 30ms and 40ms. From Table 7.12, the errors of 

stress detection are calculated when SDNN thresholds are 30 ms and 40 ms respectively. 

The errors are 0 (0%), and 4 (33.33%) as shown in Table 7.15. Therefore, the appropriate 

SDNN threshold for the prototype is 30ms because stress detection achieves 100% of 

accuracy. Moreover, the accuracy of emotion recognition by facial expression with stress 

detection from ECG signal can reach 91.67% when SDNN threshold of stress detection is 

30 ms as shown in Table 7.16. 

7.7 Summary 

The prototype of healthcare system focusing on emotional aspect is built to recognize 

users’ negative emotions and stress, and provide relaxation service in real-time process. I 

implement real-time emotion recognition by facial expression and ECG signal, real-time 

stress detection from ECG signal in order to provide real-time relaxation service. From the 

experimental results, the relaxation service is effective to decrease negative emotions. The 

emotion recognition by facial expression and ECG signal is effective to recognize negative 

emotions but it cannot recognize neutral emotion without confusion. Therefore, I integrate 

the stress detection using ECG signal to improve the prototype and the results confirm that 

combination between the emotion recognition by facial expression and stress detection 

from ECG signal is very effective to recognize negative emotions and stress. Moreover, 

stress detection can address the confusion issue of the facial emotion recognition. The 

integration of stress detection can improve the efficiency of the prototype to recognize 

stress and provide relaxation service. In summary, this real-time prototype of healthcare 

system focusing on emotional aspect is effective enough at recognizing negative emotions 

and stress to provide relaxation service to decrease negative emotions or stress, and 

increase positive emotions in real-time process.  

 

 



 

 

Chapter 8 
 
 
 
 
Discussion 

 

 

 

 

8.1 Summary of previous chapters 

Our modern societies require healthcare systems that focus on emotional aspect to provide 

assistance and services to encourage positive emotions and decrease negative emotions. To 

construct such systems, some issues must be addressed. Therefore, I conduct my research 

questions and goals that were solved and achieved by this dissertation by researching, 

designing, implementing, and evaluating a healthcare system focusing on emotional aspect, 

relaxation service, and emotion recognition by facial expression and ECG signal. I 

summarize my work in each previous chapter as follows: 
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 I described the motivation and problem statements to set my research questions 

and goals in Chapter 1.  

 In Chapter 2, I reviewed several researches related to my dissertation.  

 Next, I designed the overall system and a framework for its implementation in 

Chapter 3.  

 In Chapter 4, I implemented a relaxation service with a breathing control 

application using augmented reality and breathing detection. I also evaluated 

the relaxation service’s efficiency to decrease stress. 

 Next I designed, implemented, and evaluated emotion recognition by facial 

expression using my proposed feature extraction method (CDTP) in Chapter 5. 

 In Chapter 6, I designed, implemented, and evaluated emotion recognition from 

ECG signal using local pattern description methods. 

 Finally, in Chapter 7, I constructed a prototype of healthcare system focusing on 

emotional aspect by integrating the relaxation service (Chapter 4), the emotion 

recognition from facial expression and ECG signal (Chapters 5 and 6) and a 

stress detection from ECG signal (Chapter 7.5). I evaluated the effectiveness of 

the prototype to recognize users’ negative emotions and stress and to provide 

the relaxation service in a real-time process. 

This chapter discusses my research which solved all of my research questions and 

achieved my research goals.  

8.2 Healthcare system focusing on emotional aspect 

My first research question is: How should the healthcare system focusing on emotional 

aspect be designed and which devices, applications and services are necessary for 

maintaining user emotional health? To answer this question, I set a research goal to 

propose a healthcare system focusing on emotional aspect and designed it to be more 

attractive, effective, and intelligent to support users.  I created a new design of emotional 

healthcare system that is more attractive, effective, and intelligent to support ordinary 

people at their workplaces by assisting them to release their negative emotions or stress 

that are often caused by compulsive studying or excessive overwork. This system’s 
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attractiveness was improved by providing three emotional services (relaxation, amusement, 

and excitement) with augmented reality or Kinect because the interaction between users 

and virtual objects in real environments can raise the interest of users for the system. I also 

improved the system’s effectiveness and intelligence by integrating emotion recognition 

and stress detection from facial expression, speech, and biological signals so that it can 

provide appropriate services to maintain users’ emotional health based on their current 

emotional states, which are analyzed by emotion recognition and stress detection. This 

system was designed to integrate biological sensors for many purposes. When these 

biological sensors are designed as wearable accessories, adapting them for daily life will be 

more comfortable for users. Additionally, I designed this system to support future 

implementation and enhancement. For example, breathing detection currently detects user 

respiration using ECG sensors; if the system integrates a new respiration sensor to measure 

respiration, just breathing detection needs to be modified to feed the data from respiration 

sensors instead of ECG sensors. The other services and applications won’t need to be 

modified.  

In summary, I confirmed that my new emotional healthcare system’s design is more 

attractive, effective, and intelligent to support users with augmented reality, emotion 

recognition, and stress detection. 

8.3 Relaxation service 

The second question is comprised of the following parts: How can this system relax users, 

which techniques should this system apply, and how should the application be designed to 

be more attractive and effective to support users? I set a research goal to propose a 

relaxation service with augmented reality. The service must be designed and implemented 

to provide effective relaxation and increase the treatment content’s attractiveness by 

combining it with augmented reality. Therefore, I designed and implemented a breathing 

control application by applying the deep breathing technique of stress management with 

virtual music boxes using augmented reality because displaying them and allowing users to 

experience them in real environment would increase the attractiveness of the application. 

Since, just deep breathing is an effective technique to reduce stress. Thus, in this 
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dissertation, I ensured that the breathing control application with deep breathing and 

augmented reality more effectively decreased stress than only a deep breathing technique 

because when users controlled such breathing by following the augmented reality (virtual 

music boxes and music), the virtual music boxes encouraged them to concentrate more on 

deep breathing and music can entertain and increase relaxation and comfort.  

In summary, I confirmed that my new relaxation service with a breathing control 

application using AR reduced stress and increased relaxation. 

8.4 Emotion recognition 

My third research question is: How can this system detect user emotions with high 

accuracy and performance? To answer this question, I set a research goal in which emotion 

recognition by facial expression and ECG signal must be applied to real-time recognition 

of user emotional states from both user appearances (outside) and biological signals 

(inside) to achieve high accuracy and performance for providing appropriate services. 

Feature extraction and classifications are the important steps to recognize emotions. 

I improved the accuracy and the performance of emotion recognition by facial expression 

by proposing CDTP to extract facial features and classifying them using SVM. My 

benchmark evaluation results confirmed that CDTP improved the accuracy and 

performance over DTP because it effectively decreased the size and the redundancy 

features of the DTP feature vector. However, emotion recognition by facial expression 

using CDTP caused some confusion when recognizing similar facial expressions was 

caused by different emotions. 

To address the confusion issue, I integrated emotion recognition using ECG signal 

because emotions directly affect to ECG signal and ECG signal are controlled by the 

autonomic nervous system. I applied LBP, LTP, and CLTP to extract the features from the 

entire signal. I found that ECG signal has emotional local patterns that resemble facial 

expression in which different emotions produced different patterns on the histogram 

features. I confirmed that these approaches extracted ECG emotional features with high 

accuracy. I think such local pattern description approaches might be able to extract 

emotional features from other biological signals, such as EEG and GSR, because they 
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might have emotional local patterns.  

To classify emotions with high accuracy and performance, I selected linear SVM to 

classify them from facial expression because it was suitable for classifying high-

dimensional and sparse features like facial image features. The CDTP features were also 

linearly separable, since linear SVM can classify emotions with high accuracy. However, I 

selected k-NN instead of linear SVM for emotion recognition from the ECG signal because 

it classifies emotions with higher accuracy and faster than SVM. ECG features from LBP 

and LTP were also low-dimensional and different from the image features. The features 

were quite unique in which different emotions produced different patterns and similar 

emotions produced similar patterns. Therefore, ECG features were more suitable for k-NN, 

which was designed for low-dimensional and similar-based features. The classification 

methods for emotion recognition from ECG signal were different from emotion recognition 

by facial expression, since the image and ECG features were different.  

In summary, I proposed a new feature extraction method (CDTP) for emotion 

recognition by facial expression and new feature extraction methods (LBP and LTP) for 

emotion recognition from ECG signal that recognized emotions with high accuracy and 

performance. 

8.5 The prototype of healthcare system focusing on emotional 
aspect 

Finally, to achieve my last research goal, I implemented and evaluated my prototype of 

healthcare system focusing on emotional aspect to recognize negative emotions and stress 

from facial expression and ECG signal to provide the relaxation service. I found the 

following: 

 The relaxation service effectively decreased negative emotions and stress.  

 The emotion recognition by facial expression using CDTP caused some 

confusion.  

 Integrating ECG signal to recognize emotions with facial expression increased 

the accuracy of emotion recognition by facial expression.  

 Emotion recognition by facial expression and ECC signal accurately analyzed 



CHAPTER 8. DISCUSSION                                                    148 
                        

 
 

negative emotions with adequately high accuracy.  

The relaxation service and emotion recognition by facial expression and ECG 

signal were adequately effective for integrating in a real-time emotional healthcare system.  

To increase the system’s effectiveness to detect stress, I improved its prototype by 

integrating stress detection using the SDNN of HRV from ECG signal. As a result, the 

stress detection recognized stress with higher accuracy. It also increased the accuracy of 

facial emotion recognition and my prototype’s effectiveness and efficiency to provide the 

relaxation service when users experienced negative emotions or stress.  

The real-time prototype was practicable to recognize emotions from facial 

expression and stress from ECG signal at around 10 seconds. Although, emotion 

recognition by facial expression recognized emotions at around 1 second, the stress and 

emotional details were observed from the ECG signal from 3 to 15s. Therefore, I chose to 

recognize emotions and stress from ECG signal at around 10 seconds for high accuracy 

and performance. Finally, the results from emotion recognition by facial expression, 

emotion recognition from ECG signal and stress detection from ECG signal were analyzed 

using OR rules to activate the relaxation service. Even though the real-time prototype took 

time to analyze the emotional state of users to provide assistance services, this system was 

designed for workplaces during working hours. Since this system was not designed for 

emergency cases, its analysis time is acceptable. 

In summary, I confirmed that my prototype of a new emotional healthcare system 

with real-time relaxation service, emotion recognition, and stress detection effectively and 

efficiently recognized the negative emotions and stress of users to provide the relaxation 

service.  

8.6 Potential of this research 

The novelty of this dissertation is a new emotional healthcare system that integrates 

emotion recognition and stress detection to recognize user emotional states with high 

accuracy and performance to provide appropriate emotional services with augmented 

reality to cope with negative feelings in a real-time process. From this dissertation, I 

obtained the following new findings: 
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 New design of an emotional healthcare system. 

 New relaxation service with augmented reality. 

 New feature extraction approach (CDTP) for recognizing emotions from facial 

expression 

 New feature extraction for emotion recognition from ECG signal by applying 

feature extraction methods for emotion recognition by facial expression. 

 New real-time emotional healthcare system using real-time emotion recognition by 

facial expression and ECG signal, and real-time stress detection from ECG signal 

At this state, since the real-time emotional healthcare system (the current 

achievement version of my system) can only provide the relaxation service, it does not 

need to distinguish from among such specific user emotions as sadness, anger, or fear. Its 

results improved when it separated user emotions into only three groups: positive, neutral 

and negative. However, I designed and implemented real-time emotion recognition to 

recognize seven basic emotions (instead of only three emotional groups) to fit the 

requirements of an ideal system. This will benefit its future enhancement and growth 

potential, to provide such remaining services as amusement and excitement or new 

services based on different negative emotions. If emotion recognition can identify such 

emotions as anxiety, boredom or contempt using speech, EEG, GSR, or gestures with 

facial expression and ECG signal, the emotion recognition efficiency will improve because 

different emotions affect the human body in different ways. Then the system’s potential 

will increase because it will be able to recognize and analyze more emotions than just 

seven classes. For example, if users are sad or bored, the system will provide amusement 

service.  

Below are future possibilities to enhance the system, improve its intelligence, and 

overcome its limitations: 

 Providing more relaxation applications for the relaxation service such as 

visualizing relaxing scenes. 

 Providing more services based on user anticipated emotions, such as 

amusement and excitement services. 

 Applying new training datasets for emotion recognition by ECG signal to 

recognize more emotions, such as neutral, disgust, surprise, and fear. 
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 Applying various techniques such as speech, EEG, GSR, and gestures to 

increase the accuracy and performance of recognizing emotions and stress. 

 Applying learning processes from users to improve the accuracy of real-time 

emotion recognition. 

 Improving the system to allow access from smartphones and tablets. 

 

 



 

 

Chapter 9 
 
 
 
 
Conclusion and Future work 

 

 

 

In this chapter, I conclude my doctoral dissertation and explain future work to expand my 

research and recommendations for subsequent steps of this research field.  

9.1 Conclusion of research work  

I proposed a new healthcare system focusing on emotional aspect for ordinary people such 

as students or working people to help them cope with their daily negative emotions or 

stress. Below is a summary of each research goal. 

To achieve my first research goal, I designed a more attractive, effective and 

intelligent emotional healthcare system to support users in daily life. My system’s 

attractiveness was increased by providing three emotional services (relaxation, amusement 
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and excitement) with augmented reality or Kinect because these technologies allowed 

users to experience and interact with virtual objects in a real environment to get positive 

emotions and decrease their negative emotions. My system became more effective and 

intelligent by equipping it with various I/O devices to support three services. I integrated 

emotion recognition and stress detection from facial expression, speech and biological 

signals to recognize user emotional states to provide appropriate services and maintain 

emotional health. 

To achieve my second research goal, I proposed a relaxation service to help users 

relax by decreasing their stress and negative emotions. I designed and implemented a 

breathing control application for my relaxation service. This application applied a deep 

breathing technique of stress management with virtual music boxes using augmented 

reality to assist users to perform deep breathing. My experimental results confirmed that 

the breathing control application decreased stress. Moreover, the augmented reality helped 

decrease stress more quickly than just deep breathing.  

To achieve my third research goal, I applied emotion recognition by facial 

expression and ECG signal. For emotion recognition by facial expression, I proposed 

CDTP by reducing the size, the sparseness, and the redundancy of the DTP feature vectors. 

Emotion recognition by facial expression using CDTP with Kirsch edge detection and 

SVM classifier recognized emotions with 79.16% average accuracy. However, some 

confusion was caused when recognizing similar facial expressions by different emotions. 

To address this issue, I integrated emotion recognition from ECG signal and applied such 

local pattern description methods as LBP, LTP and CLTP from facial feature extraction to 

extract ECG feature. The local pattern description methods recognized emotions with high 

accuracy because the ECG signal had emotional local patterns in which different emotions 

produced different patterns on its histogram features. Furthermore, the emotion recognition 

from ECG signal using LTP with a 15s frame-length, a 7.5s frame-shift, and k-NN when 

k=5 produced higher accuracy of around 87.92%. Therefore, I expect the emotion 

recognition from ECG signal to recognize emotions with facial expression to produce 

higher accuracy and performance in a real-time process.   

To achieve my last research goal, I built a prototype of a healthcare system focusing 

on emotional aspect to recognize negative emotions and stress of users, and provided the 

relaxation service in a real-time process. I implemented real-time emotion recognition by 
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facial expression and ECG signal, real-time stress detection from ECG signal and real-time 

relaxation service. I evaluated the effectiveness of my prototype and my results confirmed 

that its relaxation service effectively decreased negative emotions. Emotion recognition by 

facial expression and ECG signal effectively recognized negative emotions and symptom 

of negative feelings with up to 75% accuracy. The combination of emotion recognition by 

facial expression and stress detection from ECG signal more effectively recognized 

negative emotions and stress with up to 83.33% accuracy. This ensured that the integration 

of stress detection improved the prototype’s efficiency to recognize stress and provide the 

relaxation service. In summary, this real-time prototype of a healthcare system focusing on 

emotional aspect effectively recognized negative emotions and stress to provide the 

relaxation service to decrease negative emotions or stress and increase positive emotions in 

a real-time process.  

Finally, I confirmed that I achieved all of my research goals to construct attractive, 

effective and intelligent healthcare system focusing on emotional aspect using augmented 

reality, emotion recognition by facial expression and ECG signal, and stress detection from 

ECG signal. Additionally, the new findings from my dissertation are also applicable to 

other research and systems that I will describe in future work. 

9.2 Future work  

My emotional healthcare system has the following limitations. It can only support users 

with its relaxation service, and the emotion recognition by ECG can only recognize 

sadness, anger and happiness. It recognizes emotions and stress with some confusion. 

However, the new findings from my dissertation can be applied in other research fields. 

 The concept and new design of an emotional healthcare system are also adaptable 

for a home healthcare or a smart home for the elderly to maintain emotional states 

and improve quality of life.  

 The new relaxation service with augmented reality might be a useful tool for 

patients who have symptoms of stress disorder and their caregivers. 

 The new algorithm for emotion recognition by facial expression (CDTP) and new 

algorithms for emotion recognition by ECG signal (LBP and LTP) are applicable to 

other research fields. 
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